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Fig. 1. In our study, we explore three types of self-views in VR: A Remote Perspective View (B), a Personal

Mirror (C), and a Miniature Avatar (D) in comparison to a baseline with No Additional Self-View (A). The

self-views are visualized with a purple border in context with the remote avatar with a blue border.

This paper investigates avatar self-views in virtual reality (VR) and their impact on multi-user communication
scenarios. Self-views in video conferencing have been shown to impact our self-perception and mental load,
so we explore whether similar effects occur in VR, as personal and professional gatherings progressively move
to virtual spaces with 3D avatars. We identify the following key design dimensions for self-representations
in VR: spatiality, anchoring and size, and self-visibility. Based on these, we designed three variants (Remote
Perspective View, Personal Mirror, and Miniature Avatar), which we compare to a baseline (No
Additional Self-View) in a user study. Our analysis of sixteen dyads playing a word-guessing game requiring
verbal and non-verbal communication (i.e., explaining and charades) in VR confirms that self-views are
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beneficial for communication scenarios that require expressive body language or facial expressions, as this
allows monitoring the own avatar’s animations. Further, the Miniature Avatar was overall preferred due to
its spatiality, world-anchoring, and full self-visibility. Based on our results, we offer design recommendations
for self-views covering the key design dimensions in VR.

CCS Concepts: • Human-centered computing→ Empirical studies in HCI; Virtual reality.

Additional Key Words and Phrases: virtual reality meetings, video conferencing, empirical study, self -
representation, virtual reality, dyad setting, multi-user, VR
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1 Introduction
Whether it is catching up with loved ones or joining a team meeting, many people increasingly
rely on video conferencing platforms like Zoom1 or WhatsApp Video2 to stay connected in a
physically distant world. Unlike face-to-face interactions, a unique feature of these platforms is the
ability to constantly monitor ourselves through a self-view, i.e., our own camera image displayed
alongside our conversation partners. This gives us insights into how we are perceived, enables us
to take control over what we wish to share with others, to adjust our appearance, and to ensure the
perceivability of our non-verbal communication.
As social Virtual Reality (VR) gains traction, remote meetings are speculated to gradually shift

towards immersive virtual spaces, i.e., the Metaverse [12], where users wear head-mounted dis-
plays (HMDs) to interact with each other via 3D avatars instead of live video feeds. So, instead of
a real-time reflection of themselves, users are represented by a potentially stylized virtual avatar.
Therefore, we want to explore how the well-established concept of self-views during video con-
ferencing translates to social VR spaces. The appearance of user representations [54] has been
shown to be impactful in social VR settings, with prior research examining different forms of
avatar representations in multi-user settings [21], their effect on social and co-presence [31, 33, 70],
user-avatar relationship [32], and communication efficiency and quality [4, 22, 23]. Further, the
unfamiliarity with the looks of an avatar and the mismatch between one’s real life appearance
and virtual representation makes VR self-views potentially influential during conversation. Users
also mostly lack awareness how tracked facial or body expressions are reproduced onto their own
avatars, creating a need for reassurance through self-monitoring and a desire to better understand
their non-verbal contribution to the conversation. However, this could make the interaction suscep-
tible to fatiguing effects similar to "Zoom Fatigue", a phenomenon where heightened self-awareness
in video conferencing scenarios contributes to exhaustion [6, 57]. The dual role of self-views in
video conferences, as both a tool for control and a potential source of fatigue, raises intriguing
questions about their implications in immersive virtual environments. Therefore, we aim to explore
whether users desire additional self-views in VR, explore their design space, and investigate their
potential impact on the experience, as well as opportunities and limitations.

Inspired by video conferencing tools, we conceptualized multiple VR self-view variants covering
a range of design possibilities within our design space. We chose the following three variants,
differing in the key dimensions spatiality, anchoring and size, and self-visibility of our design
space, for this explorative study: (1) A Remote Perspective View, showing the user from their
1Zoom: https://www.zoom.com/ (last accessed: October 27th, 2025)
2WhatsApp video calls: https://www.whatsapp.com/calling (last accessed: October 27th, 2025)
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conversation partner’s perspective (see Figure 1B), (2) a Personal Mirror (see Figure 1C), and (3)
a Miniature Avatar (see Figure 1D). In a user study with 16 dyads (32 participants), as an initial
exploration into the smallest multi-user setting, we compared these VR self-views to a baseline with
no additional self-view (see Figure 1A). The dyads played a word-guessing game in VR involving
both (1) verbal explanations in a conversation-focused setting and (2) gesture-based communication,
including body and hand gestures and facial expressions (i.e., charades). We captured the users’ gaze
behavior and inquired about their attention distribution, self-assurance, and perceived helpfulness
of the self-view. To investigate potential fatiguing effects, we also measured their perceived mental
workload. We combine the resulting data with insights into general preferences from interviews
after the experiment.
Our findings highlight the benefit of self-views in dual-user communication scenarios that

require expressive body language. While Personal Mirror was the least preferred one and viewed
as distracting due to its head-coupled nature, and Remote Perspective View drew most of the
attention away from the partner, the Miniature Avatar was the most preferred option due to its
flexible placement and its helpfulness in providing an overview of all the avatar’s movements.

In summary, our main contributions are:
• An exploratory analysis of three self-view variants in VR regarding perceived helpfulness,
mental load, impact on self-confidence, and attention distribution.

• Insights into user preferences regarding the use and design of these self-views.
• Design recommendations for VR self-views based on our measurements and user feedback.

2 Related Work
With the rise of social VR platforms ranging from casual (e.g., Meta Horizon Worlds3, VRChat4) to
professional work contexts (e.g., Meta Horizon Workrooms5, Microsoft Mesh6), immersive spaces
are often speculated to be the future of online meetings. In VR spaces, people embody virtual
avatars, which can enhance social presence and enable conversation patterns similar to face-to-face
interactions [58]. While the quality of the avatar’s appearance and non-verbal expressiveness
affects communication quality, the anonymity they provide can also make people more at ease [10,
64]. In contrast, video conferences have been linked to heightened exhaustion compared to in-
person meetings [6]. The direct comparison between VR and video conferencing highlights key
differences in communication behavior: video conferences elicit increased verbal and non-verbal
back-channeling, and VR interactions rely more on deictic gestures and exhibit gaze patterns
closer to in-person communication [2]. This further positions multi-user VR as the missing link
between video conferences and in-person meetings. However, existing research has not yet explored
whether self-views – a familiar concept from video conferencing – are also beneficial in VR, or if
the resemblance to in-person meetings and the use of avatars make self-observation unnecessary.
Therefore, we will first look into the role of self-views in video conferencing and the impact of the
appearance and visibility of our self-representations, i.e., avatars, in VR.

2.1 The Impact of Self-Views in Video Conferencing
During the COVID-19 pandemic, video conferencing became essential for maintaining personal and
professional connections. However, many reported increased fatigue in comparison to face-to-face
meetings, impacting their cognitive performance [44], among other things. Factors such as awkward
turn-taking and inhibited spontaneity contribute to this exhaustion [1]. Bailenson [6] identified four
3Meta Horizon Worlds: https://horizon.meta.com/ (last accessed: May 30th, 2025)
4VRChat: https://vrchat.com/ (last accessed: May 30th, 2025)
5Meta Horizon Workrooms: https://forwork.meta.com/horizon-workrooms/ (last accessed: May 30th, 2025)
6Microsoft Mesh: https://microsoft.com/microsoft-teams/microsoft-mesh (last accessed: May 30th, 2025)
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main causes of this Zoom Fatigue: (1) Restricted mobility in the camera frame, (2) excessive, close-up
“eye contact”, (3) increased cognitive load from actively managing own non-verbal cues, and (4)
the constant self-view fostering self-consciousness and self-criticism. Out of these aspects, the
efforts going into self-representation as a major contributor to this fatigue particularly affect female
and newer employees, due to societal pressures on appearance and competence [57]. Additionally,
factors like “mirror anxiety” and the hyper-awareness of being watched [18] add to the burden of
female users.
This negative self-perception might be reduced through habituation, as it has been shown that

users become more comfortable with their appearance over time [27]. Accordingly, despite the
cognitive strain, most users keep their self-view enabled for self-monitoring, often unaware of the
option to disable it, and they preferably use the gallery option, where everyone’s video window is
the same size [7]. Miller et al. [41] further suggest that self-views can reduce the effects of social
anxiety.

Many video conferencing challenges may be mitigated in VR, such as offering increased mobility
and free movement within a larger tracking area. Some of the challenges, such as the mental strain
of having all participants face you at all time [6] without actually making true eye contact [1],
have already been addressed in video-based 3D solutions [29, 45, 56, 59, 61], such as the virtual
meeting setup introduced by Schuessler et al. [52], which captures users with several cameras and
displays them to their spatially-arranged partners from the correct perspective by synthesizing
head rotations. VR environments equipped with eye, face, and full-body tracking can further
improve gaze alignment and non-verbal communication, allowing users to make comfortable
and context-appropriate eye contact. Lastly, customizable 3D avatars could alleviate some of the
appearance-related pressures associated with video conferencing.
In summary, while self-views in video conferencing can contribute to fatigue, they remain a

preferred feature for self-monitoring and might benefit from habituation effects. As VR brings
several advantages to virtual meetings that may reduce the negative effects associated with self-
views, we see potential to explore their design and impact in immersive environments.

2.2 The Impact of Self-Representation in VR
Avatars as a self-representation are central to how we experience social gatherings in VR. We
are not only affected by the appearance of other people’s avatars, but also by our own, which is
why we care deeply about how our representation looks. Customizing and personalizing avatars
enhances embodiment, body ownership, presence [62], as well as self-identification [20, 48], with
matching gender and ethnicity playing key roles [14]. Users maintain a strong bond and identify
with their personalized avatars even after swapping bodies [16], and many prefer avatars that
reflect nuanced personal traits, even if those are commonly deemed undesirable [43]. Knowing
that our avatar represents us in a personalized way can heighten our excitement and satisfaction
during a conversation [49] and fosters overall emotionally more positive collaborative experiences,
especially for extroverted individuals [11]. These findings suggest that how we are represented in
multi-user virtual spaces is important and impactful to us, even if we don’t see ourselves, leading
to the assumption that a self-view of our embodied avatar will have an effect on our interactions.
Beyond appearance, avatars also subconsciously shape our behavior through the so-called

Proteus effect, which is “the hypothesis that an individual’s behavior conforms to their digital self-
representation independent of how others perceive them” [67]. The perceived attractiveness of our
avatars influences our behavior in VR spaces, for example, taller avatars encourage more aggressive
negotiation [69], especially when digital embodiment is involved [68]. Viewing one’s avatar in
a virtual mirror can even induce physical sensations, such as seated users feeling sensations of
walking leg movements [40]. This effect occurs even though the virtual mirror does not reflect
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the user’s real physical body, in contrast to mixed reality mirrors [71, 72], which augment the real
body and thereby foster a natural connection with the reflection. However, self-views in VR might
also have drawbacks. Döllinger et al. [17] found that seeing your own VR self-representation in a
mirror affects your body awareness, i.e., users noticed fewer signals from within their bodies and
relied more on visual feedback than physical sensations.

Most of the aforementioned studies have focused on single-user contexts, and those in multi-user
contexts only enable self-views before the collaboration, and not throughout. We, therefore, want
to explore how continuously visible self-views affect users in multi-user social VR. The research
conducted by Ma and Pan [39] might be an indication of a possible outcome: They found that
users engaged in a mentally demanding task paid less attention to their virtual mirror reflection,
suggesting that task complexity may significantly influence the effects of self-views. Thus, the task
in a multi-user scenario must be carefully considered.

3 Self-View, Avatar, and Environment Design
For the design and exploration of avatar self-views in VR, we first identified three key design
dimensions for self-representations in both non-immersive and immersive applications from related
work and communication applications (see section 3.1). We designed a variety of different self-view
variants covering our design dimensions. To assess the self-views, we built a prototype that allows
multiple users to meet in VR while being represented by an avatar that they customize beforehand
(see section 3.3). Based on pilot tests, we carefully chose and identified three variants covering
different aspects (see section 3.2). We extended our prototype to place the users into a virtual
furnished room and briefly go into detail on the environment and avatar design in section 3.3. The
implementation details are summarized in section 3.4 to support reproducibility efforts.

3.1 Design Dimensions for Self-Views
Based on previous work and communication applications that incorporate user self-representations,
we identified the following three key design dimensions for self-views: Spatiality, Anchoring and
Size, and Self-Visibility.

Spatiality. Self-views can be categorized on a spatiality continuum ranging from low (i.e., “flat”
self-views) to high (i.e., fully spatial self-views). Most video conferencing applications incorporate
flat self-views with low spatiality by integrating the user’s own camera image into the 2D user
interface. In VR, several applications integrate virtual mirrors as self-views (e.g., Meta Horizon
Home, [25, 62, 65]), which are basically flat but provide increased spatiality, such as depth cues,
depending on the implementation. However, VR environments also allow for self-views with high
spatiality, such as representing the user as a 3D miniature avatar [9, 47].

Anchoring and Size. The anchoring and size of self-views can vary depending on the application
and the selected mode. The gallery view, commonly integrated into many video conferencing
applications (e.g., Zoom), presents the user’s own camera image next to the remote users’ images
with the same size and importance. However, several existing applications also support other modes
that show the self-view bigger while speaking and smaller at other times (speaker view) – or even
permanently small (e.g., Microsoft Teams). The spatiality of VR environments further expands the
placement possibilities for objects like self-views, allowing them to be world-anchored (e.g., virtual
mirrors), head- or body-anchored to the local user, or object-anchored, such as being anchored to the
remote user’s representation [37].
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Self-Visibility. The extent to which the own body and movements are visible in the self-view
depends on both the design and the employed hardware. In video conferencing applications, self-
visibility is mainly determined by the camera’s position and perspective defining its field of view
(FoV), which commonly covers the head and shoulders. However, VR applications usually track the
position of various upper body parts using multiple cameras and sensors integrated into the VR
device and map them onto a user representation, such as a 3D avatar. The 3D representation of the
user in the VR environment allows the design of self-views simulating cameras or mirrors with
defined or dynamically adjusted perspectives, as well as self-views like 3D miniature avatars that
are not limited to only one perspective, covering the upper body or even the full body.

3.2 Self-Views in VR
Covering the identified design dimensions, we initially designed and implemented two self-view
variants in VR: A flat self-view with low spatiality and a fully spatial self-view with high spatiality.
Both could be anchored to the world, the local user’s head, or the remote user’s representation (i.e.,
object), and were adjustable in size, thereby influencing self-visibility. Our flat self-view acts like a
square mirror in the virtual environment, while the spatial self-view is a scaled 3D representation
of the user’s own avatar, mirroring the user’s body movements and facial expressions in real-
time. With the design options described, we tested a variety of self-view property distributions in
exploratory pilot tests. The tested designs ranged from bigger to smaller self-views anchored in a
world position, the local user’s head (i.e., perspective), or the remote user’s head.

Our design exploration revealed that large mirrors consistently occlude a large area of the virtual
environment, so they need to be placed to the side of the user to remain visible and not get in the
way. As a result, noticeable movements (e.g., head-turning) become necessary to observe the self-
view, potentially interrupting the current task, which is why we excluded large mirror self-views
from our comparison. Regarding small mirror designs, we experienced that the visibility of flat
self-views is highly dependent on their orientation and the user’s perspective. As a result, only flat
designs anchored to the local or remote user are practical, as they ensure continuous visibility of
the self when viewing the self-view, as well as enable an unobstructed view of the opposite user.
In contrast, user-anchored self-views with high spatiality limited the ability to view the self-view
from different perspectives, reducing their spatial advantages.
Based on the insights from our exploratory pilot tests, we carefully created three different self-

view designs that illustratively represent the spectrum of our identified design dimensions (see
section 3.1): The Remote Perspective View, the Personal Mirror, and the Miniature Avatar.
The designs cover self-views ranging from low to high spatiality, anchored to either the local
user (Personal Mirror), the remote user (Remote Perspective View), or in a world position
(Miniature Avatar), as informed by our design exploration. For self-view designs close to the user
(Personal Mirror and Miniature Avatar), participants were allowed to reposition and resize
them through direct interaction at the beginning, while the distant self-view (Remote Perspective
View) remained unchanged. All self-view variants are only visible to the local user. In the following,
we describe our self-views and the underlying design considerations in more detail.

3.2.1 No Add. Self-View. This variant only shows the first-person avatar embodied by the user.
We use it as a baseline for the study, representing the status quo of social VR applications. It does
not include any additional self-view (see Figure 1A and 2A).

3.2.2 Remote Perspective View. This self-view with rather low spatiality is anchored to the
remote user (object-anchored) and inspired by the gallery view of most video conferencing solutions,
adapted to VR. Here, the local self-representation is captured from the perspective of the remote
user and displayed on a screen-like surface next to the remote avatar’s head (see Figure 1B and 2B).
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Spatiality

Anchoring

Size

Self Visibility

low high

body object world

small big

none upper body full

low high

body object world

small big

none upper body full

low high

body object world

small big

none upper body full

low high

body object world

small big

none upper body full

A B C D

Fig. 2. The categorization of our three VR self-view designs – Remote Perspective View (B), Personal

Mirror (C), and Miniature Avatar (D) – based on our identified design dimensions for self-views (see 3.1), in

comparison to the baseline No Add. Self-View (A). The self-view is visualized in purple in context with the

local user’s embodied avatar (black) and the remote avatar (blue).

The virtual camera capturing the local user is positioned at the head of the remote avatar and is
always directed towards the head of the local user, regardless of its movement. This way, akin to
video conferencing, the local user always sees themselves from the perspective of the remote user,
regardless of the remote user’s actual viewing direction. The camera frame covers the local user’s
head, shoulder, and part of their torso, which is a common amount of self-visibility during video
calls. The self-view screen is attached to the remote avatar’s head position, following its movement,
ensuring that the self-view is always displayed next to the remote avatar. The flat screen always
rotates toward the local user’s head, ensuring continuous visibility (see Figure 3A and 3B). The
camera image is mirrored, similar to the default setting of many video conferencing applications.
With this method, users can always observe themselves while looking in the direction of the remote
user.

3.2.3 Personal Mirror. This is a self-view mirror with rather low spatiality that is anchored to
the local user (see Figure 1C and 2C) and follows the user’s head rotation around the yaw-axis
(see Figure 3C and 3D), but is independent of other head movements (roll and pitch movements).
With this behavior, it does not follow the user’s FoV, but acts as a body-anchored interface initially
positioned at torso height. This is a a common approach for placing a VR interface near the user’s
body that was shown to be beneficial depending on the content and scenario [8, 38, 55]. To find the
most comfortable position, it can be scaled and repositioned relative to the user’s body orientation
through direct pinch gestures. To encourage custom positioning, it is initially centrally positioned
in front of them with a slight downward offset. Although repositioning affects self-visibility, it
can be assumed that usually the user’s head and shoulders are visible in the Personal Mirror.
Due to its customization options while anchored to the local user, they can position it in a way to
continuously observe themselves or only observe themselves on demand, for example, by looking
down.

3.2.4 Miniature Avatar. This is a world-anchored self-view with high spatiality that represents
the user as a scaled-down version of their 3D avatar, mirroring their body movements and facial
expressions in real-time (see Figure 1D and 2D). It provides self-visibility of the user’s upper body
without restricting the perspective. Like the Personal Mirror, it can be scaled and repositioned in
space using pinch gestures. However, after being placed, it remains stationary and does not follow
the user. Initially, the Miniature Avatar is placed on the table in front of each participant, facing
them to make them aware that it acts as a static object that does not follow the user. Depending
on where the users place it, they can observe themselves almost continuously when placed in
the FoV, only peripherally when placed further away from the FoV, or on demand when placed
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A
Remote Perspective

View: attached to

partner’s head

B
Remote Perspective

View: second

perspective

C
Personal Mirror:

following the FoV

D
Personal Mirror:

second perspective

Fig. 3. Screen captures from a first-person perspective of the Remote Perspective View (A&B), demonstrating

how it is attached to the partner’s head, and the Personal Mirror (C&D), demonstrating the attachment to

the FoV – each by showing two perspectives on the same self-view.

out of view. Furthermore, the user can adjust the rotation of the Miniature Avatar to control
its orientation. For example, the Miniature Avatar can face the user (i.e., viewing the front of
the avatar), align with the user’s perspective (i.e., viewing the back of the avatar), or be rotated
differently (e.g., viewing the avatar from the side).

3.3 Avatar and Environment Design
For the avatar design, we aimed for a solution that offers customization options that represent a
wide range of individuals, and is rather stylized to reduce potential uncanny valley effects [42, 53].
We opted for the Meta Avatars7 (see Figure 1 and Figure 3) and used their web-based avatar editor8
for customization. Participants were free to choose from all available customization options (e.g.,
facial features, body types, skin, hair, and eye colors) except for the outfit, which we set to a
black shirt to increase comparability across sessions in terms of awareness and contrast to the
background. In VR, participants embodied their avatars without legs because they are not tracked
by the HMD, and the lack of movement (or only simulated movement) of the legs could potentially
reduce embodiment. However, we compensated for this through our environment design, using a
seated scenario, where participants were separated by a virtual table covering the non-existent
lower halves of their bodies.

For the virtual room, we aimed for a neutral environment with some details in the background to
make participants aware of how the flat self-views work. To meet these requirements, we adapted
the 3D model of a living room9 and added a table10 in the middle (see Figure 4A). A physical table
was placed in the real environment, and the virtual environment and table were calibrated to match
it. During the study, both participants were in the same physical room and shared the same table.
The participants’ avatars were virtually placed at the same location where the participants were
physically located. With this setup, we visually simulated a remote scenario in one physical room,
circumventing the audio transmission implementation. This setup also enabled us to conduct the
study in one lab without requiring multiple rooms and experimenters, which is common for most
multi-user VR studies [64].

7Meta Avatars: https://meta.com/avatars/ (last accessed: May 30th, 2025)
8Meta Avatar Editor: https://quest.meta.com/avatar (account required, last accessed: May 30th, 2025)
9Living room with curtains: https://skfb.ly/o9roZ (last accessed: May 30th, 2025)
10Table: https://skfb.ly/pxFQZ (last accessed: May 30th, 2025)
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3.4 Implementation
Our prototype was implemented using the Meta XR All-in-one SDK11 in Unity3D12 on the Meta
Quest Pro13 (106◦ × 95.57◦ FoV; 1800 × 1920 pixels per eye; hand, eye, and face tracking). Eye-
tracking accuracy is reported as around 1.5◦ to 3◦ [5, 63]. For the integration of the Meta Avatars,
we used the Meta Avatars SDK14, which allows loading the avatar of the currently logged-in user
into the scene, and apply the HMD’s hand, eye, and face tracking data.

The self-views Remote Perspective View and Personal Mirror were implemented by render-
ing a mirrored camera image on a render texture. The Remote Perspective View has a size of 50
× 50 cm with a 2.5 cm white border around it. The virtual camera (60◦ FoV) capturing the image of
the Remote Perspective View is placed at the head position of the remote avatar. However, the
camera is not positioned at the center of the head but is offset by 50 cm toward the local user to
make them appear larger in the view. The self-view screen is placed with an offset of 60 cm to the
right and 10 cm up relative to the head of the remote avatar. In contrast, the Personal Mirror
surface has an initial size of 20 × 20 cm with a 1.25 cm white border around it. The camera is placed
behind the surface so that the FoV frustum (60◦) matches the edges of the mirror surface to simulate
the impression of real mirror proportions. The initial placement is 50 cm away and 20 cm below
the local user’s head. The Miniature Avatar was realized by additionally loading a scaled version
of the own avatar into the scene. This avatar has an initial height of around 20 cm (depending on
the selected hairstyle) and is initially placed on the table surface, looking at the local user. Both
the Personal Mirror and Miniature Avatar can be scaled by a factor between 0.5 and 2, which
corresponds to a size between 10 cm and 40 cm.
The coordinate systems of both devices in the room were synchronized using Meta’s Shared

Spatial Anchors15. The virtual table (and environment) was aligned with the physical table by
calibrating the table surface with the HMD’s controller. Communication between the devices
was realized with Colibri [30] by exchanging control messages, avatar pose data, and additional
alignment information.

4 User Study Comparing Self-Views
We conducted a user study to explore how users perceive having a self-view in VR. Based on related
work, we defined three explorative research questions to gain a first understanding of how VR
self-views are experienced.

RQ1: What are the user preferences and perceived usefulness of different self-view
variants in VR?
Research shows that there is a preference for equal-sized video tiles [7] when using video conference
tools and that seeing our virtual appearance affects our behavior in VR (e.g., [69]). Therefore, as we
explore a new way of self-viewing in VR, we are interested in the participants’ preferences and the
perceived usefulness of the proposed self-views. To assess these aspects, we asked whether the
self-view was distracting or helpful (based on the User Experience Questionnaire (UEQ) [36, 51]) at
four defined points during each condition using a visual analog scale (VAS) [35] in VR. Additionally,

11Meta XR All-in-one SDK: https://developer.oculus.com/downloads/package/meta-xr-sdk-all-in-one-upm/ (last accessed:
May 30th, 2025)
12Unity: https://unity.com/ (last accessed: May 30th, 2025)
13Meta Quest Pro: https://en.wikipedia.org/wiki/Meta_Quest_Pro (last accessed: May 30th, 2025)
14Meta Avatars SDK: https://developer.oculus.com/documentation/unity/meta-avatars-overview/ (last accessed: May 30th,
2025)
15Meta Shared Spatial Anchors: https://developer.oculus.com/documentation/unity/unity-shared-spatial-anchors/ (last
accessed: May 30th, 2025)

Proc. ACM Hum.-Comput. Interact., Vol. 9, No. 8, Article ISS001. Publication date: December 2025.

https://developer.oculus.com/downloads/package/meta-xr-sdk-all-in-one-upm/
https://unity.com/
https://en.wikipedia.org/wiki/Meta_Quest_Pro
https://developer.oculus.com/documentation/unity/meta-avatars-overview/
https://developer.oculus.com/documentation/unity/unity-shared-spatial-anchors/


ISS001:10 K. Krug, D. I. Fink, M. O. Ellenberg, A. V. Reinschluessel, W. Büschel, T. Feuchtner, and R. Dachselt

in a concluding interview, we asked participants to rank all four conditions and which of the four
options they would prefer for communication-focused or gesture-focused settings.

RQ2: How does the presence of a self-view in VR influence the self-perception & mental
load of the user?
Self-views in video conferencing can foster self-consciousness, self-criticism, higher cognitive load
[6], or social anxiety [41], while avatar self-representation in VR can enhance our perception of
social situations [49] and confidence, e.g., during negotiations [69]. Thus, we are interested in
whether a self-view in VR also affects the user’s mental state. We asses mental load based on the
respective question from the NASA Task Load Index [28] and the potentially mediating factor of
task difficulty during this condition using a VAS in VR during four defined points in each condition.

Self-consciousness influences video conference situations. High self-consciousness is associated
with social anxiety and low confidence about external perception [19]. Thus, as a ground truth, we
initially assess public self-consciousness via the relevant subscale of the revised Self-Consciousness
Scale (SCS-R) [50]. Since self-assurance/self-confidence has been linked to reducing social anxiety
[3] and to counteracting self-consciousness [26], we also assess the participants’ feelings of self-
assurance on a scale from “very insecure” to “very confident” on a 7-point Likert scale.

Lastly, we assess presence using the SUS presence questionnaire [60] to control for any potential
effects of the self-views on presence.

RQ3: How does the presence of a self-view in VR influence attention allocation between
the self/self-view and interaction partners?
While we exhibit more natural communication behavior in VR [2], adding a self-view could disturb
this by leading to an attention divide between the interaction partner and the self-view. Additionally,
it was shown that depending on the task, we pay more or less attention to our mirrored image
in VR [39]. Therefore, investigating self-views’ influence on attention allocation is relevant in
this context. We assess this by subjective, self-reported measurements on a questionnaire after
each condition, utilizing three self-designed questions asking where participants allocated their
attention during the last round (self-view, partner, and environment) and objectively by evaluating
the participants’ gaze throughout the study conditions and phases of the tasks.

4.1 Task: Word-Guessing Game
We aimed to select an activity that covers a wide range of conversational scenarios, ranging from
pure verbal communication to non-verbal communication using body gestures or facial expressions.
Additionally, the task should be repeatable multiple times without getting boring or too exhausting.
One possible scenario is to instruct participants to discuss different predetermined (polarizing)
topics or to agree on a decision (as done for example by [29, 34, 46, 52, 56, 59]). However, we
wanted to reduce emotional involvement and the complexity of the task to avoid influencing our
measurements. One activity that meets our requirements is a word-guessing game, where a given
term is explained either with words (similar to [15]) or by pantomiming it (similar to [4, 66]). This
game has two easy rules: only use the predefined modality to explain the word (i.e., speaking or
gesturing), and when speaking, do not say the word or parts of it. The game also allowed for rather
casual interaction, and, because we only briefly showed the word in VR, the gameplay had a low
risk of demanding all (visual) attention.
The participants played one round of the game for each self-view and one for the baseline.

Each round consisted of four turns (2minutes each), and each participant had a different role
for each turn. First, Participant A had to explain a given word using only gestures and facial
expressions (role: act-out), and Participant B had to guess the word (role: guess-during-act-out).
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A
Virtual Environment

B
Setup Location One

C
Setup Location Two

Fig. 4. The virtual environment and the physical setup at the two different locations.

A
External View

B
Internal View

Fig. 5. Different views demonstrating the alignment of the real world with the virtual world.

After 2minutes, Participant B had the act-out role and Participant A had to guess. After another
2minutes, it was Participant A’s turn again, who had to verbally explain a given word (role: explain),
while Participant B had to guess (role: guess-during-explain). Finally, Participant B explained and
Participant A guessed. Whenever a word was correctly guessed, a new one was given until the
time limit of 2minutes was reached. The order of words was fixed for all trials, but the lists
were counterbalanced between all conditions to minimize their effect on the comparability of the
experience. The English word lists can be found in the supplementary material.

4.2 Setup
The study was conducted in two labs of two different research facilities. As the study was done
in immersive VR using two Meta Quest Pro HMDs, the virtual space at both labs was identical.
The virtual space was a room containing a table, a window showing a static skyline, and some
decorations such as plants (see Figure 4A, cf. section 3.3). The physical setup in both labs incorpo-
rated a table matching the width of the virtual counterpart (0.8m × 1.2m to 1.6m, see Figure 5A
and Figure 5B), where the participants sat on chairs facing each other at a distance of approx.
1m (see Figure 4). The tables and avatars were aligned (cf. section 3.4). The remaining lab space
varied (cf. Figure 4B and Figure 4C), but its influence on the task is assumed to be negligible. The
setup further incorporated two PCs for the participants to create their avatars and fill out the
questionnaires, as well as PCs for the instructor to monitor and control the study.

4.3 Procedure
We chose a within-subjects design with our three self-view variants (described in section 3.2) and
the baseline as an independent variable. We used a balanced Latin square to counterbalance the
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order of the four conditions: Remote Perspective View, Personal Mirror, Miniature Avatar,
and No Add. Self-View (cf. section 3.2).

After giving informed consent, the participants filled out two questionnaires: (1) a demographic
questionnaire to assess their self-reported gender, age, experience with video conference tools,
preference for the self-view setting, experience with word-guessing games, and (2) the public self-
consciousness subscale of the SCS-R. Next, the participants configured their avatar representations
using the web-based avatar editor of Meta (cf. section 3.3) within a given time limit of 6minutes.
Following, the study instructor introduced the HMD and started the eye calibration procedure to
ensure correct eye movements of the avatar and to accurately log the gaze. Before starting the
tutorial phase of the session, the instructor needed to synchronize the coordinate systems of both
participants and calibrate the table position. Then, in a short tutorial, the instructor explained the
task procedure and where the words will appear in the virtual environment. After both participants
indicated that they were familiar with the virtual environment and understood the procedure, they
began with the actual tasks.

For each condition, participants first had a short period of 1-2minutes to familiarize themselves
with the self-view (or lack of an additional self-view). In the Miniature Avatar and Personal
Mirror conditions, participants adjusted the self-view’s position and scale during this phase. When
finished, the task started, and participants played the word-guessing game. The four turns per
condition started with Participant A acting out a given word and Participant B guessing, then
taking turns, respectively (cf. section 4.1).
After each turn and before changing roles, both participants filled out an in-VR questionnaire

about (1) the perceived difficulty of that turn, (2) the perceived mental workload, and (3) whether
the self-view was distracting or helpful. This questionnaire was filled out by directly dragging
the handle of a slider along a spectrum relating to the respective questions. When an answer was
logged in, the next question would appear. When both participants were done, the next turn would
start.
After completing a round that lasted around 15minutes, the participants were instructed to

remove their HMD, and take a break while filling out a post-condition questionnaire inquiring
about different aspects of attention allocation and self-assurance, as well as the SUS presence
questionnaire.
As soon as the participants felt ready to continue, they were instructed to return to the table

and put on the VR HMD to repeat the same procedure with the next condition. In total, across four
conditions, the participants each guessed eight times, acted out four times, and verbally explained
the given words four times.
After completing all rounds, the post-study interview was conducted jointly with both partici-

pants. During the interview, we asked the participants about the likeliness of using each self-view
in future VR sessions, asked them to rank all four conditions independently from one another
on a sheet of paper, which of the four options they would prefer for communication-focused or
gesture-focused settings, and general feedback. The questionnaires and the interview questions
can be found in the supplementary material of this paper. In total, each study session lasted about
110minutes, and participants were compensated adequately for their time. We followed all ethical
and sanitary guidelines of our universities.

4.4 Participants
We recruited 16 participant dyads using non-probability sampling (8 male–male, 6 female–male,
1 female–female, and 1 non-binary–male). A prerequisite for participation was that each dyad
already knew each other. This resulted in 32 participants (8 female, 23 male, and 1 non-binary)
who were between 19 and 36 years old (𝑀 = 23.59, 𝑆𝐷 = 3.89). Eleven participants had corrected
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vision with glasses, and one used contact lenses. Most participants (𝑛 = 26) had a background in
computer science or closely related fields (computer engineering or media informatics), and the
remaining ones had a background in psychology (3), mathematics (2), and speech and language
processing (1). Most participants (20) did the study in their native language (German), while the
others had sufficient proficiency to complete the study either in English (11) or the national language
(German) (1), given the choice between both languages.

On a scale from 1 to 5, participants rated themselves as moderately experienced with AR (𝑀 =

2.31, 𝑆𝐷 = 1.15) and VR (𝑀 = 2.38, 𝑆𝐷 = 1.31), but only three used multi-user VR occasionally. They
reported limited experience with Meta Avatars (𝑀𝑒𝑑𝑖𝑎𝑛 = 1, 𝑀 = 1.53, 𝑆𝐷 = 0.80). All participants
were familiar with video conferencing tools, while most already used Zoom (32), video calls in
Discord (30), WhatsApp video calls (28), and BigBlueButton (25). All but one reported having the
self-view turned on during video calls. One participant had the self-view configured to be bigger
than the others, 11 had it at the same size, and the majority (20) had it smaller than the other
participants in the video conference. Out of 32 participants, only one said they do not play word
guessing games, and three said they play it more than once a month.

5 Results
In the following, we report our thematically grouped results from the different measurements
(questionnaires, gaze logging, and the final interview). As the gaze data is not normally distributed
(assessed using QQ plots) and the questionnaire responses are on an ordinal scale, we analyzed our
data using Friedman’s ANOVA for repeated measures and Bonferroni-corrected Wilcoxon tests for
post-hoc pairwise comparisons. We report Kendall’s𝑊 for effect sizes.
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Fig. 6. Overview of study results. Abbreviations of the techniques in the figure: Base - No Add. Self-View, MA

- Miniature Avatar, PM - Personal Mirror, RP - Remote Perspective View. (A) Post-condition questionnaire,

significant results only. The plot shows the reported attention towards the self-views or own avatar on a scale

of 1 (very low) to 7 (very high). (B) Comparison of the recorded gaze data. From left to right: 1. Time spent

looking at the self-views or own avatar, aggregated over all four roles. 2. The same data just for the act-out

role. 3. The time spent looking at the partner’s avatar, aggregated over all roles. 4. The same data just for the

act-out role. (C) Post-task questionnaire, significant results only. The plots show how helpful the self-view

techniques were rated on a continuous scale from 0 (very distracting) to 1 (very helpful). Left: Ratings for the

act-out role. Right: Rating for the guess-during-explain role. The boxes show the 25th and 75th percentiles,

the horizontal bars mark the median, and the whiskers show the smallest and largest values up to 1.5 times

the interquartile range; outliers are marked individually. Brackets mark significant differences (*: 𝑝 < .05, **:
𝑝 < .01, ***: 𝑝 < .001)
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5.1 Attention Allocation
To analyze attention allocation, we collected subjective questionnaire and objective gaze logging
data. Responses to our post-condition questionnaires reveal highly significant differences in reported
attention to the self-views (𝜒2 (3) = 19.73, 𝑝 < .001) between conditions (small effect size𝑊 = 0.21).
Unsurprisingly, according to post-hoc tests users felt they paid significantly less attention to
their embodied avatar in our baseline condition No Add. Self-View (𝑀 = 2.63, 𝑆𝐷 = 1.21)
compared to the combination of embodied avatar and self-views in Miniature Avatar (𝑝 < .01,
𝑀 = 3.75, 𝑆𝐷 = 1.59) and Remote Perspective View (𝑝 < .001, 𝑀 = 4.00, 𝑆𝐷 = 1.61). Also,
significantly lower attention scores were indicated for the Personal Mirror (𝑀 = 3.22, 𝑆𝐷 = 1.79)
compared to Remote Perspective View (𝑝 < .05) (cf. Figure 6A).
To corroborate these findings, we also looked into the recorded gaze data of our participants

(Figure 6B), whereby data of one participant had to be discarded due to tracking issues. While it is
possible that these issues stem from the prescription glasses the participant wore during the study,
we observed no such issues with any of the other ten participants with glasses. To this end, we
compared the time spent looking directly at one’s own embodied avatar alone (No Add. Self-View)
to the combined time of looking at it directly or indirectly through the self-views (Miniature
Avatar, Remote Perspective View, and Personal Mirror conditions).

Aggregated over all roles (described in section 4.1), we found a moderate effect of the variants
on visual attention (𝜒2 (3) = 38.73, 𝑝 < .001,𝑊 = 0.42). Post-hoc tests showed that Remote
Perspective View (𝑀 = 19.67, 𝑆𝐷 = 10.48) was viewed significantly longer (𝑝 < .001) on average
compared to Miniature Avatar (𝑀 = 12.67, 𝑆𝐷 = 6.71). As visualized in Figure 6B1, we also
measured significantly less visual attention on the embodied avatar in our baseline condition No
Add. Self-View (𝑀 = 6.93, 𝑆𝐷 = 3.09), compared to viewing it directly or through the self-view in
Miniature Avatar (𝑝 < .001), Personal Mirror (𝑝 < .001, 𝑀 = 14.64, 𝑆𝐷 = 9.84), and Remote
Perspective View (𝑝 < .001) conditions. This partially confirms the tendencies in self-reported
attention, with the Remote Perspective View being looked at most.
Examining the four individual user roles, we found that the time spent looking at one’s own

avatar in the baseline condition (No Add. Self-View) was consistently significantly lower than for
the other conditions. This is expected, as the additional self-views do not replace the embodied
avatar but supplement it. In three roles (act-out, guess-during-act-out, guess-during-explain), we
found further significant differences between Miniature Avatar and Remote Perspective View
that are in line with findings for the aggregated data. For example, this effect can be seen for the
act-out role in Figure 6B2, and further details can be found in out supplemental material.
Analyzing attention paid to the partner, we found no significant differences in self-reported

attention to the partner’s avatar, whereby the mean score for all four conditions is consistently high
(No Add. Self-View: 𝑀 = 6.13, 𝑆𝐷 = 0.91; Miniature Avatar: 𝑀 = 6.00, 𝑆𝐷 = 0.76; Personal
Mirror: 𝑀 = 6.06, 𝑆𝐷 = 0.88; Remote Perspective View: 𝑀 = 6.03, 𝑆𝐷 = 0.60). The gaze data
shows a small but significant effect of the self-view variant on visual attention to the partner’s
avatar (𝜒2 (3) = 14.96, 𝑝 < .01,𝑊 = 0.16) with post-hoc tests (see Figure 6B3) showing that
participants looked less at their partner’s avatar in the Remote Perspective View condition (𝑀 =

65.30, 𝑆𝐷 = 14.83) than in the No Add. Self-View baseline (𝑝 < .05,𝑀 = 72.31, 𝑆𝐷 = 13.18) and the
Personal Mirror condition (𝑝 < .05,𝑀 = 70.82, 𝑆𝐷 = 13.97) . There was no significant difference
to the Miniature Avatar condition (𝑀 = 69.16, 𝑆𝐷 = 15.12). Analyzing the roles individually,
we only found a significant difference between conditions for the act-out role (𝜒2 (3) = 11.87,
𝑝 < .01,𝑊 = 0.13) , with post-hoc tests showing that participants looked less often at their partner
in Remote Perspective View (𝑀 = 31.17, 𝑆𝐷 = 19.52) than in No Add. Self-View (𝑝 < .01,
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𝑀 = 46.21, 𝑆𝐷 = 15.10) , as visualized in Figure 6B4. This is expected when considering the time
spent looking at the self-view in the same role, as depicted in Figure 6B2.

5.2 Presence
We did not find a significant effect of the condition on the feeling of presence (𝜒2 (3) = 7.69, 𝑝 > .05),
as reported in the post-condition questionnaire. Consequently, even though additional self-views
may be seen as unrealistic (e.g., floating in space), there is no indication that our tested variants
negatively influenced the sense of presence for our participants.

5.3 Mental Load, Task Difficulty and Helpfulness
Weneither found a significant effect of the self-views on themental load reported by our participants
(𝜒2 (3) = 1.84, 𝑝 > .05) nor on how they perceived the difficulty of the words they had to explain or
guess (𝜒2 (3) = 1.39, 𝑝 > .05). Asking whether the self-views were distracting or helpful during the
task, we found no significant effect of condition for aggregated responses over all roles (𝜒2 (3) = 3.64,
𝑝 > .05). However, we found small but significant differences between conditions for the act-out
role (𝜒2 (3) = 10.46, 𝑝 < .05,𝑊 = 0.11) and the guess-during-explain role (𝜒2 (3) = 13.88, 𝑝 < .01,
𝑊 = 0.14) , as visualized in Figure 6C. Posthoc analysis reveals that participants assuming the
act-out role found Miniature Avatar (𝑀 = 0.68, 𝑆𝐷 = 0.19) significantly more helpful than just
the embodied avatar from the baseline (No Add. Self-View) (𝑝 < .01, 𝑀 = 0.51, 𝑆𝐷 = 0.22),
as can be seen in Figure 6C1. Participants in the guess-during-explain role rated Miniature
Avatar (𝑀 = 0.53, 𝑆𝐷 = 0.15) significantly better than Remote Perspective View (𝑝 < .05,
𝑀 = 0.47, 𝑆𝐷 = 0.13) , as shown in Figure 6C2. This data indicates that some self-view variants can
be particularly helpful for gesture-focused tasks, but some designs may be more favorable.

5.4 Self-Assurance
Self-assurance reported in the post-condition questionnaire was similar across all conditions
(Miniature Avatar: 𝑀 = 4.88, 𝑆𝐷 = 1.07; Personal Mirror: 𝑀 = 4.38, 𝑆𝐷 = 1.24; Remote
Perspective View: 𝑀 = 4.63, 𝑆𝐷 = 1.19; No Add. Self-View: 𝑀 = 4.53, 𝑆𝐷 = 1.05) with no
significant differences (𝜒2 (3) = 4.767, 𝑝 > .05) . The SCS-R results (SCS-R range [0;21]) range from
7 to 21 and are normally distributed (Shapiro-Wilk test𝑊 = .982, 𝑝 > .05 ), with 𝑀 = 14.10 and
𝑆𝐷 = 3.04. High values on the SCS-R indicate a high level of public self-consciousness, while high
values for the self-designed post-condition question indicate a high level of self-assurance.

We analyzed the correlations between self-reported public self-consciousness (SCS-R) and self-
reported self-assurance (post-condition questionnaire) for each variant. The results show amoderate
(cf. [13]) positive correlation between the SCS-R and the self-assurance reports for Miniature
Avatar (𝑆𝑝𝑒𝑎𝑟𝑚𝑎𝑛′𝑠 𝜌 = .330, 𝑝 > .05), a minor positive correlation for No Add. Self-View
(𝜌 = .103, 𝑝 > .05), a minor negative correlations for Remote Perspective View (𝜌 = −.059,
𝑝 > .05) and Personal Mirror (𝜌 = −.188, 𝑝 > .05), although none of the correlations are
significant.

5.5 User Preferences and Feedback
In the post-study interview, participants were asked to rank each condition from most (1) to
least preferred (4) (see Figure 7). Most preferred was the Miniature Avatar (average rank: 1.63,
𝑆𝐷 = 0.79), with 17 participants (53 %) ranking it as most preferred and an additional 11 participants
(34 %) placing it as second best. The Personal Mirror was least preferred and placed last by 17
participants (53 %; average rank: 3.25; 𝑆𝐷 = 0.95). The other two techniques got an average rank of
2.5 (No Add. Self-View, 𝑆𝐷 = 1.10) and 2.63 (Remote Perspective View, 𝑆𝐷 = 1.00).
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Fig. 7. The results from the participants’ ranking of the four conditions (Miniature Avatar, Remote Perspec-

tive View, Personal Mirror, and No Add. Self-View) from most (rank 1) to least preferred (rank 4).

Miniature Avatar was the preferred self-view for most participants (23 for gestural tasks, 10
for conversational tasks), mostly due to the flexibility in positioning and visibility while interacting
with their partner. This allowed participants to always see their complete representation without
the need to move body parts into the view, compared to the other self-views. According to the
participants, the 3D nature of the Miniature Avatar also supported them in checking their
appearance and tracking, making it especially useful for gestural and physical tasks.

The Remote Perspective View has the advantage of being unobtrusive and consistent to the user
while still allowing them to check the tracking, leading to five users preferring it for conversational
tasks and four users for gestural tasks. However, not all participants perceived the positioning and
perspective of this view to be optimal.

In contrast, the PersonalMirror was perceived as obtrusive and annoying, mainly because of its
coupling to the users’ body. Thus, only three participants would use it for gestural tasks, and none
would prefer it for conversational tasks. Overall, participants wished for more customization options
across all self-views, including the possibility of turning off the self-view when it is unnecessary
(explicitly mentioned by 4 of 32).

These findings show that participants preferred the existence of additional self-views, as these
allowed them to check the accuracy of the tracking and the appearance of oneself. When asked
about preferences specifically for gestural tasks, No Add. Self-View was the least preferred option.
However, appropriate design of the self-view is critical, as Personal Mirror was the least preferred
option overall. Participants also reported not needing a self-view if they knew the tracking worked
perfectly. Further, when considering conversational tasks specifically, 17 participants reported not
needing a self-view, as these focus less on the partner’s appearance.

Besides the specific feedback regarding the self-view variants, the participants reported feeling
mostly represented by and liked the Meta avatars to different degrees. Only a minority (3 of 32)
reported that drawbacks, like the unrealistic style, led to a negative opinion of the avatars. When
asked why they looked at their self-representation, 20 participants reported wanting to check
whether the body tracking worked correctly, and ten said they wanted to see explicitly how their
gestures and facial expressions were shown to the other participant. Six of these participants had
reported both. Twenty-one (21) participants also reported not noticing when their partners looked
at their respective self-representation.

The participants were also asked if they would like to turn off certain movements or expressions
(e.g., mouth movements, hand gestures) to others in some situations. Thirteen (13) participants
would not want this at all, with some of them reasoning that this would be manipulative. Nineteen
(19) participants could imagine it depending on the context and scenario. They claimed that
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some information was unnecessary for a particular scenario and thus could be replaced with
idle animations, or some movement could be suppressed to hide negative behaviors like nervous
fidgeting or not paying attention to their conversation partner.

6 Discussion
In the following sections, we discuss our results and their limitations and provide recommendations
for designing self-views in multi-user VR scenarios.

6.1 Helpfulness and User Preferences of Self-View Properties
Out of 32 participants, 24 (75 %) generally preferred to have any self-view over not having a self-
view. Overall, 17 out of these 24 (ca. 71 %) prefer Miniature Avatar over all the other variants,
and even out of the 8 people who would rather have no self-view, 5 (ca. 63 %) rated Miniature
Avatar as their second favorite option. 30 out of 32 (ca. 94 %) participants noted they would want
to have a self-view specifically during body-focused tasks, and out of those 30, 23 (ca. 77 %) found
Miniature Avatar to be most suitable for these tasks.

Accordingly, our findings reveal that the Miniature Avatar was found to be significantly more
helpful than No Add. Self-View during body-focused tasks. Participants highlighted the fact that
Miniature Avatar, compared to Personal Mirror or Remote Perspective View, provided
a better and more complete 3D impression of the tracked movement as a helpful characteristic,
emphasizing the importance of providing high Spatiality, as described in 3.1. Participants expressed
that they mostly looked at their self-view to monitor their gestures and facial expressions, verify if
they appear as intended, experience what they look like from the other person’s perspective, or
verify if a specific movement was tracked and conveyed correctly. Participants liked that Miniature
Avatar enables them to see their arms all the time, while for the other variants, hands and arms
are usually out of frame unless lifted above chest level, pointing towards a preference for high
Self-Visibility. Only 15 would prefer to have a self-view during solely conversational tasks, and
out of those, 10 (ca. 67 %) named Miniature Avatar as their self-view of choice, and 5 (ca. 33 %)
preferred Remote Perspective View. Here, both Spatiality and Self-Visibility seem to become less
important.
Based on our data, we can extract the following preferences regarding Anchoring and Size of

self-views: The self-views that were not head- or body-referenced to the user (Miniature Avatar,
Remote Perspective View) were generally rated more favorably. Another frequently mentioned
reason why Miniature Avatar was favored was its stationary, world-referenced position, that
could be chosen freely. Participants often chose to place it unobtrusively outside of their immediate
line of sight and, therefore, spent the least amount of time gazing at it, compared to the other
self-views. This implies that opting out of looking at yourself is a favorable feature for VR self-views.
Four participants explicitly said that they wished to be able to toggle the visibility of their self-views.
The Remote Perspective View was the second most favored self-view, which was often explained
by its Anchoring and Size, with its object-referenced position (here, the opposite user) being noted
to be convenient, non-obstructive, and easily visible during the conversation. This comfortable
yet prominent placement probably led to it being gazed at the most and the users spending less
time looking at their partner’s avatar compared to the other variants. Out of the three variants, the
Personal Mirror was rated the least favorably, primarily due to its user-coupled placement, which
users reported to intrude into their FoV. Prior work shows that users often prefer world-anchored
over head-coupled content placed directly within their focus area [8], even when head-coupled
solutions improve efficiency by shortening task completion times [24]. To reduce intrusiveness,
we coupled this self-view only to the yaw-axis head rotation and allowed users to freely place it,
even outside the immediate FoV, e.g., down low for on-demand viewing. Despite this flexibility, few
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users leveraged the space above or below the focus area and instead placed it laterally at center
height (see Figure 3C and Figure 3D), which still felt intrusive. Prior work also suggests that even
peripherally placed virtual content near the body strongly attracts attention [55], making this
self-view potentially more distracting than the other variants. Contrarily, in their self-reported
attention distribution, users noted that they gave the Personal Mirror significantly less attention
than the Remote Perspective View, however, this claim can not be verified when evaluating the
gaze data, where no significant difference can be found. It can be assumed that Personal Mirror
was often gazed upon unintentionally and subconsciously. However, according to the gaze data, it
did not distract users significantly more or less than other self-views.

The participants were also asked if they had feedback or ideas for the current or future self-views.
The responses were plentiful and varied greatly, indicating a need for individual customization
options. Six participants would change the Personal Mirror to be world-anchored, three were
fine with body-anchored, but wanted to place it further away than arm’s length. Another wished
for a different body-bound position, i.e., placing the personal mirror at their wrist, like a watch.
Four wished to be able to dynamically adapt their self-view position throughout the conversation.
Four participants wanted the Miniature Avatar to be full size, and place it either next to their
conversation partner or replace them with it. Two wished for more self-visibility in the Remote
Perspective View, two wished for the Miniature Avatar to have legs, and one said they would
like to only see a face. Four wished to dynamically adapt the visibility and transparency of their
self-views. Other mentioned adaptations were providing a pedestal for the Miniature Avatar
to stand on, different visualization options (e.g., point clouds, silhouettes, doodles), providing a
delayed mirror mode to allow watching the last couple of seconds of one’s actions, and more.

In summary of the usefulness of self-views and the aforementioned user preferences (cf. RQ1), we
propose that implementing self-views in multi-user VR should be strongly considered for gesture-
focused tasks. Additionally, when designing self-views in VR, considerable efforts should be put
towards evaluating their Spatiality, Self-Visibility, and Anchoring and Size. We conclude that self-
views for gesture-focused tasks should be highly spatial, with sufficiently high self-visibility. They
should be either world-anchored or object-anchored and either placed in a way that is not disruptive
or distracting (while also being easily visible), or dynamically placeable by users themselves. We
also recommend an opt-out function that enables users to control the visibility of their self-view,
and suggest enabling further customization options for their position, scale, and visualization.

6.2 Influence of Self-Views on Self-Perception and Mental Load
We investigated how self-views in VR affect the mental state of the user by assessing their influence
on self-perception and mental load (RQ2). Our results on mental load show no significant difference
between conditions with additional self-views and the baseline condition with No Add. Self-View.
Since task difficulty did not differ significantly between item sets – a potential mediating factor that
could influence cognitive load – our results suggest that additional self-views did not increasemental
load. Also, regarding the self-perception during the experience, participants consistently reported
medium-high feelings of self-assurance (>4 on a 7-point Likert scale), with no significant differences
between conditions, including No Add. Self-View. However, since self-assurance is affected by
individual levels of public self-consciousness, we assessed participants’ public self-consciousness
in the beginning as a baseline. The results indicate that, overall, our sample was self-conscious
about public perception, with some participants reporting high levels of self-consciousness. Since
related work suggests that self-consciousness is usually negatively correlated with feelings of
self-assurance [26], we expected a negative correlation between public self-consciousness and self-
assurance, showing that high public self-consciousness leads to lower reported self-assurance. We
found no significant correlation between self-consciousness and self-assurance for the individual
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conditions. The found (expected) negative correlations were also only minor (𝑟ℎ𝑜 < .3, cf. [13])
for the self-views Personal Mirror and Remote Perspective View. However, in contrast, for
the Miniature Avatar, we found a moderate positive correlation, which could suggest that
using the Miniature Avatar helped individuals with high public self-consciousness scores feel
more confident. This is surprising and could suggest that Miniature Avatar may even have
positively affected self-assurance, which can counteract self-consciousness [26] and thereby might
help individuals feel less self-conscious and more confident in virtual meeting settings. Since
this effect was not significant, future research should examine whether this trend can also be
confirmed in different contexts. Generally, our results should be treated with some caution, as our
measures represent only a subset of the reported negative aspects of self-monitoring during video
conferencing [6], and future work needs to investigate in more detail whether the effects observed
in video conferencing also apply to VR in general and in relation to self-views.

Based on our results, we conclude that adding self-views in VR does not affect the user’s mental
state in the same way as reported for video conferencing in related work [6, 41]. We found no
negative effects for the specific aspects (i.e., mental load, self-assurance, and self-consciousness)
we studied. A possible explanation could be that even though the avatar is personalized, it does
not show the actual appearance of the person as in a video stream and gives the user control over
their virtual appearance. On top of being independent of the user’s actual visual appearance, the
avatar representation is stable, i.e., its appearance does not change over time (e.g., no greasy hair
or skin) and is not affected by the environment (e.g., hairstyle is not affected by wind), which is
also one benefit of using avatars in meetings mentioned in related work [10]. Nevertheless, some
participants explicitly wanted the ability to turn the self-view on and off as needed, suggesting that
a permanent self-view is not always appreciated.

In summary, since we conclude that self-views in VR do not negatively impact mental load and
self-perception and that Miniature Avatar even potentially reduces the burden of feeling self-
conscious, we recommend adding a self-view in multi-user VR even for self-conscious individuals,
but with the possibility to toggle its visibility.

6.3 Self-Views Influence (Perceived) Attention
As expected, we found an influence of additional self-views in VR on attention allocation during
the tasks. The objective gaze data show that participants spent significantly more time looking at
their own embodied avatar through additional self-views than directly at the avatar with No Add.
Self-View. Similarly, with No Add. Self-View, on average, participants looked longer at their
partner’s avatar than when a self-view was visible (cf. section 6.1). In particular, with the Remote
Perspective View, participants spent significantly less time looking at their partner’s avatar and
significantly more time focusing on the self-view, especially during the act-out role. Interestingly,
when comparing all conditions with additional self-views, participants also spent significantly more
time focusing on the Remote Perspective View than on the Miniature Avatar. This is most
likely due to their respective positioning, since, as mentioned in 6.1, participants often placed their
Miniature Avatar slightly out of view. We additionally asked the participants to self-report where
they focused their attention. While the subjective results are mostly consistent with the objective
gaze data, participants did not report paying significantly more attention to Personal Mirror
compared to No Add. Self-View. Furthermore, participants subjectively reported a consistently
high focus on the partner in all conditions (𝑀𝑒𝑑𝑖𝑎𝑛 = 6 on a 7-point Likert scale), while objective
gaze data show a small but significantly higher focus on the partner’s avatar in the No Add.
Self-View and Personal Mirror conditions compared to Remote Perspective View. This result
might be affected by the position of Remote Perspective View, making it easy to glance at it
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briefly while still feeling focused on the partner. When asked whether they noticed when their
partner observed themselves in their self-view, 22 out of 32 denied it.
Overall, our results show that additional self-views significantly affect attention allocation

between the partner’s avatar and one’s own embodied avatar perceived through the self-view.
Among the additional self-view conditions, Remote Perspective View had the biggest impact on
attention, while Miniature Avatar showed the smallest deviation from the baseline with No Add.
Self-View. We recommend that a potential negative influence of diverted attention needs to be
considered carefully, depending on the task. In critical cases, where users’ visual attention must be
mainly directed towards each other, self-views should be world-anchored and not intrude into the
direct field of vision.

6.4 Design Recommendations
Based on the previous discussion, we provide design recommendations for self-views in VR while
considering the limitations of our study, including the seated setting and the focus on only dual-user
communication.

Provide Self-Views in VR for Gesture-focused Communication Scenarios. Since participants generally
preferred self-views for gesture-focused tasks (cf. 6.1), we recommend integrating self-views into
VR communication scenarios that require a high level of nonverbal communication using body
movements such as gestures or facial expressions. Examples are casual communication with family,
friends, or significant others (e.g., involving hand gestures such as waving, laughing, or discussing
topics with a spatial nature, such as furniture arrangements) or guided practice and observational
learning with an instructor (e.g., sign language).

Design Self-Views to Support Full Self-Visibility. Participants preferred the Miniature Avatar as
it allowed them to view the entire body without considering the camera frame, as needed using our
other self-views (cf. 6.1) or during video conferencing with a real camera (cf. [6]). Therefore, we
recommend self-views in VR that provide full self-visibility of the user, e.g., by a representation with
high spatiality as in the Miniature Avatar. However, we expect that variants with low spatiality
such as Remote Perspective View will be able to provide this as well, e.g., by adaptively adjusting
the displayed section in the frame based on user behavior, so hands or other essential body parts in
those moments can always be observable without extra effort (cf. 6.1).

Give Users Control and Freedom to Customize Self-Views. Participants favored options to control
the position and size across all self-views. Therefore, we recommend giving users the freedom
to customize their self-view according to their personal preferences. In addition to position and
size, options could also include enabling or disabling mirroring of the self-view (similar to video
conferencing applications) or customizing the displayed section (i.e., self-visibility) in variants with
low spatiality.

Carefully Design Self-View Positioning and Anchoring. In our seated scenario, participants were
not comfortable with the PersonalMirror following the local user’s perspective (cf. 6.1). Therefore,
at least in seated scenarios, we recommend anchoring the self-view in the environment (world-
anchored) with the freedom to change its position (as in the Miniature Avatar) or anchoring the
self-view to the remote user representation (object-anchored, as in the Remote Perspective View).
However, in scenarios where users are not bound to one position but move around the scene, we
can only speculate that a self-view that dynamically follows the user might be beneficial but needs
to be carefully designed.

Proc. ACM Hum.-Comput. Interact., Vol. 9, No. 8, Article ISS001. Publication date: December 2025.



Mirror Me ISS001:21

Allow Use of Self-Views On Demand. Since some participants have requested the ability to turn
self-views on and off as needed (cf. 6.1), we recommend always providing this option. However,
we suggest that self-views are enabled by default in scenarios where they are beneficial (e.g.,
gesture-focused scenarios).

6.5 Limitations
While our study provides valuable insights into the usefulness and acceptability of self-views
in VR, we acknowledge that it has certain limitations that may impact the generalizability and
interpretation of our results. Our study involved only dyads, where the attention was only split
between the self-view and the single conversation partner, while in group scenarios, the attention
will be most likely split between multiple conversation partners. Therefore, we cannot directly scale
our findings about the attention on the self-views to larger groups, but we expect a similar pattern,
as the participants looked longer at their partner than at their self-view. Additionally, how the
design of the opposite-user-anchored Remote Perspective View can be applied in group scenarios
is not yet defined. One possibility would be to leverage the gaze and only show the Remote
Perspective View next to the person one is currently looking at. As the study was conducted in a
seating configuration to simulate meetings similar to ones done via video conferencing, the findings
do not necessarily apply to a standing or mobile scenario. This especially applies to anchoring
the self-view at a fixed position, as it might need to follow the user to a certain degree to be still
observable. Additionally, our participants were co-located in the same physical room. This reduced
the technical complexity of the setup and prevented issues with, e.g., audio streaming. On the
other hand, this setup could influence communication behavior and affect the sense of presence as
it provides natural spatial audio cues that would need to be simulated in a real remote scenario.
Additionally, technical factors such as latency and tracking misalignments could have influenced
the results, although the used server implementation has low latency and the setup was calibrated
before each session. Our sample was not balanced in self-reported gender as it comprised only
8 female and 1 non-binary participants, while 23 identified as male. As previous research indicated
that fatiguing effects might be stronger in female-identifying participants [18], it is important to
seek a more balanced sample in future studies investigating self-views more deeply. While we
found no indicators of fatigue based on our measurements, the task duration and task type could
have been one factor in reducing the likeliness of its occurrence, as we had frequent breaks (roughly
every 10minutes) from VR and from the task itself. Additionally, the task frequently shifted the
attention between listening, observing, and explaining in a predefined order, excluding some factors
contributing to fatigue in video conference settings [1]. Furthermore, our chosen task relied on
particular language knowledge to be able to describe the given words, either verbally or using
gestures (pantomiming). Participants could choose to complete the study in either German or
English. While most participants did the study in their native language (German), a subset did
the study in English, which was not their native language in most cases. We can not rule out the
possibility that this might have affected the perceived mental load. However, we attempted to
measure this effect by asking participants to rate the perceived difficulty of the given words they
had to explain or guess – an assessment likely influenced by their language proficiency – and found
no significant differences across the self-view conditions.

7 Conclusion and Future Work
This work explores the effects of avatar self-views in multi-user VR scenarios, motivated by self-
views in common video conferencing applications. Specifically, we designed and developed multiple
self-view designs covering a range of design possibilities, choosing the following three based on
pilot testing: (1) Remote Perspective View, (2) Personal Mirror, and (3) Miniature Avatar. We
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compared them to a baseline condition with No Additional Self-View. Overall, our findings reveal
that self-views are beneficial for communication scenarios that require expressive body language
through gestures or facial expressions. Most participants preferred the Miniature Avatar for its
flexibility in positioning and the overview of all avatar movements, while the Personal Mirror
was the least preferred self-view and was perceived as obtrusive and annoying due to its anchoring
to the local user. The Remote Perspective View was described as convenient and non-obtrusive
but also distracted from the conversation partner the most. We condensed our findings into design
recommendations for self-views in multi-user VR scenarios.

While our work is a first exploration revealing the benefits of self-views in VR, it is limited to a
seated scenario and communication in dyads. Therefore, future work should further explore the
influence of self-views in groups and scenarios involving movement in virtual space. Based on our
user preference findings, further features of self-views can be explored in the future, such as enabling
users to selectively toggle the visibility of individual body movements in VR, i.e., deactivating only
gaze, gestures, or mouth movements during social interactions. Such customization options would
greatly extend the common functionality known from video conferencing self-views, where usually
only the video or audio transmission can be toggled. The design space around VR avatar self-views
has yet to be exhaustively explored. With our initial exploration into the effect of self-views in
multi-user VR, we lay the groundwork for future investigations of this previously under-explored
area. Our findings and design recommendations suggest possible research directions, and with our
work, we hope to inspire and inform the design of future user-centric social VR spaces.
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