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3D Node-link diagrams are an important class of visualization for immersive analysis. Yet, there is little knowledge on how to visualize edges to support efficient analysis. We present an exploration of the design space for edge styles and discuss the results of a user study comparing six different edge variants.

Augmented Reality (AR) can provide immersive, stereoscopic experiences in 3D without losing the connection to the environment or other people. Thus, it has a strong potential for collaboration among experts while integrating real world environments and virtual content. With new, complex AR systems for use cases such as maintenance assistance or cyber physical production systems, the need to visualize relations between both real objects and virtual parts of the AR scene will increase. Examples for such relations are computer networks integrated into the environment, information flows in a smart home, and many more. Typically, they are visualized as 3D node-link diagrams. In addition to these in situ use cases, there are also domains where graph data, e.g., flight paths, is analyzed in 3D space without necessarily being coupled to physical objects. These use cases can still benefit from AR in terms of presence, natural interaction, and physical navigation. Together, these examples show that 3D graph representations are an important class of visualizations in Immersive Analytics. However, there has been little research on how to visualize 3D graphs to facilitate efficient and effective analysis in AR.

As a first step into this complex problem, we are interested in the design of edge visualizations in particular. They will most likely be the visually dominant part in an AR graph visualization, especially in complex scenarios or at room size. Which basic visual attributes lend themselves to visualize edges? How can users distinguish between edges and perceive directed edges? How can we map data to edges? In this article, we aim to lay the foundation to answering these questions. We contribute an analysis of design considerations for edge visualizations in 3D AR graphs. Based on these and our own experiences in the field, we selected and designed six visual styles for undirected and directed edges. We report on the results of a quantitative user study...
with 18 participants, comparing the performance of these edge styles for typical graph exploration tasks.

## BACKGROUND

Our work builds on existing research in the fields of graph visualization, specifically edge visualization and mixed reality 3D graph visualization.

### Edge Visualization of Graphs

There has been some work on visualization of edges in 2D graphs. For example, Holten et al.\(^2\) presented a comprehensive evaluation of different directed edge representations for 2D node-link diagrams. Recently, Romat et al.\(^3\) investigated animation for edge attribute encoding. A different approach for edge visualizations are partial edge drawings as presented by Bruckdorfer et al.\(^4\), where only the start and end of an edge are drawn to minimize visual clutter. However, there has been very little research specifically on 3D graph edges, let alone for AR. In previous work, we examined different visualizations of graph edges in mobile, hand-held AR.\(^5\) Our current work differs in that we consider head-mounted displays (HMD) instead of hand-held AR. In addition, we previously only evaluated different edge styles in a small, semi-formal study.

### Mixed Reality 3D Node-Link Diagrams

The visualization of 3D graphs in general and for VR/AR specifically has already been researched since at least the early 1990s. Early examples include the presentation of 3D networks on stereoscopic displays by Crutcher et al. in 1995.\(^6\) Work so far has concentrated on examining the advantages, if any, of immersive visualization in comparison to less-immersive or traditional means. Already in 1996, Ware and Franck examined the effect of different stereo cues on path finding performance in 3D graphs.\(^7\) Similarly, Belcher et al.\(^8\) compared the effect of using AR for graph exploration to a desktop interface, showing the advantage of AR. Bacim et al.\(^9\) studied how display fidelity affects graph analysis performance. They found evidence that more immersive displays positively affect task completion times. Kwon et al.\(^10\) studied HMDs for graph visualization, comparing a 2D representation and two 3D representations. However, they did not consider AR systems and their study did not focus on different edge styles. Cordeil et al.\(^11\) have presented an in-depth analysis of the difference between CAVE (Cave Automatic Virtual Environment) and HMD setups for the collaborative analysis of networks. They found HMDs lead to faster collaboration, making them a suitable alternative to the more expensive CAVE setups. Besides network analysis, other use cases for graphs in VR have been examined, for example networks of concepts to support creative design thinking by Georgiev et al.\(^12\)

## EDGE VISUALIZATION IN MIXED REALITY 3D NODE-LINK DIAGRAMS

Our review of the related work shows a lack of structured research into the particulars of visualizing 3D graphs in general and for Augmented Reality. This is a rich space worthy of extensive exploration. As an important step towards a better understanding of this design space, we present a set of design considerations for edge visualizations in 3D node-link diagrams, specifically for usage in AR settings. The following recommendations are based on the review of the (limited) literature as well as our own experiments.

### Visual variables and their suitability for Augmented Reality

Carefully mapping data attributes to visual variables is an important step in creating an effective visualization. Examples for visual variables include basic properties such as shape, size, and color but also more complex aspects such as transparency, focus, and texture. Among others,
Carpendale\textsuperscript{13} gives an overview of the general suitability of many of these visual variables for aspects such as conveying an order or a numerical difference. AR, however, poses several additional challenges that designers of visualization systems have to consider when choosing appropriate visual variables:

1. **Perspective:** 3D perspective projections lead to objects appearing smaller when further away from the viewer. This foreshortening also means that shapes appear distorted, i.e., parallel lines do not appear parallel. In addition, and in contrast to classic 3D visualization, AR typically limits the camera to those points of view a user can reach. For example, a top-down view, helpful to get an overview of the data, is often not feasible.

2. **Occlusion:** Free navigation in an AR environment leads to unpredictable occlusion between arbitrary objects in the scene – including real, physical objects. Thus, objects can be hidden from view or overlap each other. In combination with perspective, this can happen even independently of the size of the objects.

3. **Visual clutter:** AR often does not give any control over the background; in fact, the background will typically be the very thing one aims to augment. Therefore, in many cases an additional potential source of clutter is added to the overall scene. This applies both to the background color and motion (e.g., of passers-by.)

4. **Color reproduction and transparency:** Depending on the type of AR display, color reproduction can be limited. A typical HMD has an additive display, adding light to the environment as seen by the user, instead of blocking it. Most importantly, this means that black becomes transparent. It follows that no truly opaque appearance can be reached under normal circumstances. In addition, the meaning of transparency is not immediately clear to the user.

Given these additional challenges, we can revisit important visual variables and assess their suitability for designing edge visualizations:

**Color:** As mentioned above, color reproduction is problematic in optical see-through AR due to the display technology. In addition, a colorful background can lead to unpredictable results for color legibility. Still, color is a very powerful visual variable and our previous experiments\textsuperscript{5} showed that it was suitable at least in video see-through AR.

**Size/stroke width:** Perspective means that size can be problematic. This is true especially for using absolute sizes. We believe that relative sizes would fare better, as differences between close objects would still be visible independent of distance. For edges specifically, thickness can be used to encode edge weights. Note that the comparably low resolution of current AR hardware further limits the use of size as a visual variable.

**Shape:** For edge visualizations, this includes stippling patterns, different glyphs, or the use of curvature. While some aspects of shapes might be influenced by perspective, we still believe shape to be one of the most important factors for AR graph visualization. Shape is not affected by bad color reproduction and may help to address problems of occlusion. However, it might negatively affect visual clutter.

**Transparency:** Transparency can easily be added but conflicts with lightness/blackness due to the display technology. Thus, special care needs to be taken when color and transparency are both used to encode attributes. Additionally, while transparency is useful to hide unimportant data, e.g., because of a filter operation, visibility is again highly dependent on the background.

**Focus:** Depth of field is a strong depth cue and may lead to a more realistic presentation. On the other hand, blur effects can be used to steer the user’s attention or hide data that has been filtered out. Blurring far-away parts of the visualization may decrease visual clutter but comes at the expense of reduced legibility.

**Texture:** Texture, including the use of patterns or varying grain, can be used to differentiate categories of edges but usually does not support quantitative interpretations. In an AR application, designers need to choose textures that do not interfere with materials existing in the physical world. In addition, very detailed or fine patterns may suffer from aliasing due to low-resolution hardware or sharp viewing angles.
Directed edges

In a directed graph, the individual edge directions need to be visualized. Approaches shown in the related work include the use of tapered edges, curvature, and animations. Not all of these approaches are applicable to 3D. For example, curvature is dependent on the view direction and arrows can easily be occluded or too far away to be recognizable. Based on the challenges of 3D AR representations discussed above, we suggest that suitable techniques should fulfill the following requirements:

1. The technique should encode the edge direction over the whole length of the edge or repeatedly in sufficiently small intervals. Following this guideline, partial occlusion of an edge should not prevent users from perceiving the edge direction. In addition, the edge direction is still visible if the end of the edge is far away, e.g., in room-scale visualizations.

2. The encoding has to be independent or at least very robust against changes in the view direction. In a 3D environment, viewing an edge from a sharp angle may otherwise impair perception.

3. Direction is often not the only attribute of an edge. Thus, the encoding of the direction should not interfere with other visual variables used to encode additional attributes. Consequently, e.g., color gradients may not be suitable for directed edges as color is one of the most important visual variables.

Encoding multivariate or continuous data on edges

In many cases, there are multiple attributes associated to edges in a graph. For example, in a computer network each link could have attributes like latency, bandwidth, and connection type.

To encode these attributes in a 3D graph visualization, there are different approaches (Figure 1). The visual variables mentioned earlier can be combined, for example color and a stippling pattern (Figure 1a). Values relative to a maximum may be visualized by utilizing stroke width in combination with a transparent outline of the maximum (Figure 1b). More complex data can be shown by attaching plots such as bar charts (Figure 1c) or line plots (Figure 1d) directly to the edges. These plots can also visualize dynamic, time-dependent data. Several problems emerge. Depending on the viewing angle, these visualizations might be hard to read. 3D revolved plots of discrete (Figure 1e) or continuous (Figure 1f) data may address this partially. Although still subject to occlusion, these plots show general trends or outliers from a wider range of viewing angles. Another problem is that the length of the link affects the visualization. Finally, direction (e.g., “left to right”) would change when the edge is viewed from the back.

STUDY OF EDGE VARIANTS IN 3D GRAPHS

Evidently, the design space described above is too big to address in one study. As a starting point, we wanted to compare different visual edge variants for undirected and directed 3D
graphs. We were interested to find out how these variants perform in typical graph analysis tasks set in an AR environment. Specific research questions that we aim to address are as follows: Can users adequately find paths between nodes in a 3D graph in AR? Can users distinguish directions of edges and thus find directed paths? Which edge variants are most suitable for these tasks? This forms the basis for further studies, e.g., with a focus on multivariate data. At the end of this article, we point out possible future work.

**Study Design**

We designed our study to encompass two independent, controlled lab experiments. In the first experiment, we examined undirected edges, in the second we concentrated on directed edges. Both experiments followed a within-subjects design. Our independent variables were task difficulty (two levels) and edge variant (three variants), leading to 3x2 designs for both experiments. For the first experiment, task difficulty was the number of nodes (18 or 36). For the second experiment, the node count was fixed at 24 and the task difficulty was the path length (1 or 2). The dependent variables in both experiments were task completion time and error rate. We based the decisions for node count and path lengths on expert feedback during the prototype development and a small pre-study.

**Edge variants**

We designed six edge variants based on the guidelines presented above, three undirected variants for the first and three directed variants for the second experiment. We wanted to focus on geometry as the dominant factor for each variant. This leaves other visual variables, such as color, to encode additional edge attributes if necessary. In addition, the geometry of each variant could be parametrized to encode further attributes, as described above and as already shown for animated edges by Romat et al.³

Figure 2. Illustration of the six edge variants selected for the study: a) straight edge b) curved edge c) dashed edge d) animated edge e) glyph-based edge f) tapered edge. We used the three undirected variants (a-c) in experiment one, the three directed variants (d-f) in experiment two.

The first undirected edge variant was a *straight edge*, build from a single segment (Figure 2a). The second technique was a *curved edge*, based on a Bézier curve with the arc’s height set to be half of the distance between the two connected nodes (Figure 2b), leading to curvature being distance-dependent. We hypothesized that this might help to break up occlusion and allow users to more easily follow the edge. As the third edge variant, we chose *dashed edges* (Figure 2c). The idea behind this variant was to allow users to view what lies behind the edge, again helping with occlusion issues.

For the directed edges, we first chose *animated edges* built from segments moving in the direction of the edge. A transparent hull improves visibility of the edge’s path (Figure 2d). The second variant was a *glyph-based edge* made up of small pyramids (Figure 2e). In comparison to
simple arrows, this edge type does not only encode the direction near the target node but repeatedly along the edge. For the last variant, we chose a form of tapered edge consisting of a single cone-shaped segment that encodes the direction over its whole length (Figure 2f). Figure 3 shows examples of the edge variants as seen in our prototype.

Figure 3. Example graphs for the three undirected edge variants used in the first experiment (left) and the three directed edge variants used in the second experiment (right). Note that during the study only one edge variant was presented at a time.

Tasks

Lee et al.14 presented a taxonomy of graph analysis tasks, classifying tasks into topology-based tasks, attribute-based tasks, browsing tasks, and overview tasks. Based on this taxonomy, we chose path-finding tasks between two given nodes, as they cover both following of paths (browsing) and detecting reachability (topology). For the first experiment, we asked the participants to find if there was a path of the length 2 between two highlighted nodes, i.e., a path from one highlighted node to a different node and a further path from that node to the second highlighted node. In the second experiment, participants had to decide if there was a directed path between a start and an end node. Depending on the task difficulty level, this path was either direct or again of length 2. We chose the path lengths for the two tasks after pre-trials showed that direct connections for the first task would have been too easy and that the difference in task difficulty between length 1 and 2 was big enough for the second task.

Participants

We invited 18 unpaid participants (9 male, 9 female) from diverse educational backgrounds in fields such as computer science, psychology, and design, with ages ranging from 25 to 36. Their average age was 30. All participants reported normal or corrected-to-normal vision; there were no cases of stereo deficiency or color blindness.

Setup & Procedure

As head-mounted display, we chose Microsoft’s HoloLens. We implemented our prototype, including the different edge variants, in the Unity 3D engine. We used a standard Microsoft Xbox game controller for input during the study.

Study environment

The study took place in a lab environment with controlled light and climate conditions. We explicitly decided against a neutral background as we were interested whether the real environment would have an impact on the participants’ performance. The room had a size of 50 m². The starting point for the participants was marked on the ground. We placed the virtual scene stationary...
in the middle of the room, at eye level of the participant. An area of approximately 6 m × 4 m was available for the participants to move around the graph freely. The graph was contained in a volume with a width and depth of 1.25 m and a height of 1 m with the center at a distance of 3 m to the starting position (Figure 4). At this time, we were mainly interested in the different edge variants. Thus, we made sure that no physical objects would lead to occlusion. We also decided against even larger, room-size graphs as we felt that the limited field of view (FoV) of the HoloLens would have had too much of an influence on the study.

Figure 4. Example graph with straight edges and 18 nodes as used during the first experiment. The green path shows the correct answer. We only showed these during the training trials.

Procedure

After an introduction and giving informed consent, each participant answered an entry questionnaire including demographic data and prior experience. We also measured their individual pupilary distance with a pupilometer and configured the HoloLens accordingly. Afterwards, we introduced the terminology used in the study, including the necessary concepts of nodes, edges, connectivity, and path length. We then explained the HoloLens and the interaction with the game controller.

Following this, each participant completed the two experiments explained above. For each, we first explained the task in detail. Then, each participant had six training trials, one for each condition (three edge variants, two task difficulties). Overall, training took around 3-4 minutes. After the training, 48 regular trials followed with block-wise counter-balanced conditions. We instructed the participants to complete the trials as correct as possible while being as fast as possible. For each trial, both training and measured, participants had to first return to the starting position. Then, they had to look at a virtual cube presented as a fixation object to control the initial view direction. After confirmation, we only showed the nodes at first. Here, the relevant nodes were already highlighted. After five seconds, we also showed the edges and time started. Participants could move freely in the room during the trials. After deciding if a path between the two highlighted nodes existed that fulfilled the conditions of the task (see above for a description of the tasks), the participants used the game controller to give their yes/no answer. Only during training, we then showed the correct solution. After the trials of an experiment were completed, each participant filled out a questionnaire rating the presented edge variants.

At the end of the study, we asked the participants for general feedback on 3D graph visualization, the influence of the physical background, the prototype, and the study itself. In total, each participant completed the study in 75 to 90 minutes.
Graph generation

For each trial during the tasks, we generated a random graph. To control for the number of edges between nodes and their effect on the task complexity, all graphs were generated to be 4-regular (i.e., all nodes had exactly four direct neighbors), in case of the second experiment with two incoming and two outgoing edges. If a correct solution for the task existed, it was unique. All nodes were placed randomly in the visualization’s bounding volume. We chose the number of nodes (18 and 36 for the first experiment and 24 for the second experiment) after pre-trials. Our goal was to have difficult enough tasks without too much clutter, given the available space.

Data collection

We measured task completion times and recorded the number of correct and wrong answers. We also tracked and logged the 3D position of the participants in the room, allowing us to generate movement trajectories and aggregate movement data (Figure 7). We decided against filming the study because screen recording with the HoloLens limits the framerate, while external recording would not show the AR scene. All questionnaires were done on paper and later digitized.

RESULTS

In the following, we present the results of the two experiments of our study in detail. Error rates showed a strong floor effect – simply put, participants did not make many errors. This was in accordance with the focus on correctness over speed in the instructions. Thus, we concentrate on the task completion times and the user ratings. We briefly discuss error rates and other, additional results at the end of the section.

Experiment 1 – Undirected Edges

In the first experiment, we compared three variants of undirected edges in two task complexity levels (graphs with 18 nodes and 36 nodes). The task completion times and user ratings for the first experiment are as follows:

![Figure 5. Results of the first experiment (undirected edges). a) Mean task completion times in seconds, b) user ratings for suitability, c) user ratings for aesthetics. Higher ratings are better. Error bars show 95% confidence intervals.](image-url)

Task completion times

To analyze the task completion times (Figure 5a), we did a two-factor repeated measures ANOVA with the within-factors of edge type and task difficulty. A Shapiro-Wilk test for normality and Mauchly’s test on sphericity did not reveal any violations of the underlying assumptions. The ANOVA showed significant main effects for both edge type (F(2,34) = 27.83, p < .001, ηp^2 = .621) and task difficulty (F(1,17) = 67.55, p < .001, ηp^2 = .799) but no significant interaction. Bonferroni-corrected post-hoc tests showed significantly shorter task completion times for straight edges (M = 16.11 s, SD = 4.90 s) and dashed edges (M = 16.10 s, SD = 4.94 s).
in comparison to the curved edges (M = 21.06 s, SD = 6.12 s). The more difficult tasks with 36 nodes (M = 20.34 s, SD = 5.93 s) took significantly longer to complete than the tasks with 18 nodes (M = 15.17 s, SD = 4.31 s).

User ratings
The analysis of the post-experiment questionnaires revealed a strong preference among our participants for the straight edges. We asked participants to rate both the suitability of the edge style for the task, as well as the aesthetics of the style (Figure 5b, c). All ratings were on a scale between 1 and 5, with 5 being the best rating. A non-parametric Friedman test showed significant differences between the edge variants, both for suitability ($\chi^2(2) = 11.20, p = .004, N = 18$) and aesthetics ($\chi^2(2) = 10.24, p = .006, N = 18$). Bonferroni-corrected post-hoc tests revealed that straight edges (M = 4.39, SD = 0.76) were rated significantly more suitable than both the curved (M = 2.88, SD = 1.10) and dashed (M = 2.78, SD = 1.23) variants. In terms of aesthetics, our participants rated dashed edges (M = 2.56, SD = 1.12) significantly worse than the straight edges (M = 3.83, SD = 1.01). The difference to curved edges (M = 3.78, SD = 0.85), however, was not significant due to the Bonferroni correction.

Experiment 2 – Directed Edges
In the second experiment, we compared three variants of directed edges in two task complexity levels (path length 1 and 2). The task completion times and user ratings for this experiment are as follows:

![Figure 6. Results of the second experiment (directed edges). a) Mean task completion times in seconds, b) user ratings for suitability, c) user ratings for aesthetics. Higher ratings are better. Error bars show 95% confidence intervals.](image-url)

Task completion times
Just as in the first experiment, we analyzed the task completion times (Figure 6a) in a two-way repeated measures ANOVA. The Shapiro-Wilk test showed a violation of the normality assumption. However, after removing outliers (data points outside a range of three standard deviations, ca. 6% in this experiment), we no longer detected significant deviation from normality. Mauchly’s test showed no violation of the sphericity assumption. Interestingly, the ANOVA revealed a significant main effect for both the edge variant ($F(2.34) = 4.64, p = .017, \eta^2_p = .214$) and the task complexity ($F(1,17) = 258.94, p < .001, \eta^2_p = .938$). There was no significant interaction of edge type and task complexity. Bonferroni-corrected post-hoc tests showed that the glyph-based edges led to significantly higher task completion times (M = 7.65 s, SD = 1.77 s) compared to the tapered edges (M = 6.94 s, SD = 1.71 s). There were no other significant differences between the edge variants, including the animated edges (M = 7.02 s, SD = 1.533 s). As expected, the participants were significantly slower in the more complex tasks with path length two (M = 10.34 s, SD = 2.05 s) compared to the simpler tasks with path length one (M = 4.06 s, SD = 1.41 s).
User ratings

The user ratings for the directed edges experiment (Figure 6b, c) showed no significant differences for the suitability of the three edge variants for the task ($\chi^2(2) = 0.68$, $p = 0.713$, $N = 18$). In fact, the means for animated edges ($M = 4.00$, $SD = 0.75$), glyph-based edges ($M = 3.67$, $SD = 1.05$), and tapered edges ($M = 3.78$, $SD = 1.03$) are very similar. In contrast, the scores for aesthetics diverge more with animated edges being rated highest ($M = 3.83$, $SD = 0.96$), followed by glyph-based edges ($M = 3.39$, $SD = 1.06$), and tapered edges ($M = 2.89$, $SD = 0.87$). However, analysis showed no significance for these differences.

Additional Findings

As mentioned earlier, error rates were generally low in our study. For the undirected edges, the average error rates were 6.65% for the straight edges ($SD = 5.86\%$), 7.75% for the dashed edges ($SD = 8.66\%$), and 8.83% for the curved edges ($SD = 6.21\%$). The more complex trials with 36 nodes showed higher error rates ($M = 8.25\%$, $SD = 8.27\%$) than the smaller graphs ($M = 7.24\%$, $SD = 6.21\%$). However, an ANOVA did not show any significant effects or interactions. For the directed edges, animated edges had the lowest error rate ($M = 3.72\%$, $SD = 6.61\%$), followed by the tapered edges ($M = 4.69\%$, $SD = 6.11\%$), and the glyph-based edges ($M = 5.38\%$, $SD = 6.81\%$). This was not significant. The complex tasks ($M = 8.09\%$, $SD = 6.47\%$), however, showed significantly higher error rates ($F(1,17) = 20.251$, $p < .001$, $\eta^2 = .544$) than the simple tasks ($M = 1.19\%$, $SD = 2.47\%$). Note that the underlying data violated the normality assumption of the ANOVA, which can lead to an increased danger of false positive results.

We also looked into gender specific differences. Half of our 18 participants were male, half were female. The order of the tasks per experiment was partially counterbalanced between the genders, with each of the six orders of the two independent variable levels appearing at least once in both groups. We found no significant differences for the task completion times between female ($M = 18.66$ s, $SD = 5.35$ s) and male ($M = 16.85$ s, $SD = 4.78$ s) participants in the first experiment. Likewise, there were no significant differences between female ($M = 7.42$ s, $SD = 3.91$ s) and male ($M = 6.98$ s, $SD = 3.57$ s) participants for the second experiment. Due to the insignificant differences between the groups, we did not consider gender for the rest of the analysis.

![Figure 7. Position heatmap of all participants in the first experiment (left) and the second experiment (right). Colors represent the position count over all participants per 10 cm² cell (saturated at n ≥ 100). The red dot shows the starting position at (0,0); the red square shows the visualization boundaries. Scale in meters.](image)

Based on the recorded position data and our observations during the study, we did notice some patterns regarding the movement and exploration behavior of our participants. Almost all participants tried to investigate from the outside. This shows in the position data (Figure 7) and corresponds with the advantages of an “outside-in” view. Our users typically moved in circular motion from the start position until they found a position suitable to solve the task. Once there, they only moved very slightly for the duration of the trial. Several participants also initially stepped back from the starting position to get a better overview of the data. The range of movement typically increased during the study but only half of the participants used the full 360°...
around the graph. In the second experiment (Figure 7, right), our participants moved less, probably because the graph complexity was lower and directed edges were easier to recognize. In their post study feedback, our participants stated that the presentation of a virtual graph in a physical environment did not confuse them. They also clearly stated that the background did not affect their performance.

**DISCUSSION**

The results of our study show that all participants were able to solve the tasks, both for undirected and directed edges. Despite personal differences, there were no extreme outliers in terms of average task completion times or error rates. Overall, error rates were low. As expected, the more complex tasks (larger graphs or longer paths) proved to be more difficult.

For the undirected edges, we were interested how curved and dashed edges would compare to straight edges. Both variants address the challenge of occlusion. Compared to straight edges, the added distance-dependent curvature makes it less likely that large sections of curved edges overlap. Dashed edges, on the other hand, allow the user to look at edges behind them. However, in our study curved edges performed significantly worse, contrary to our hypothesis. According to our participants, they made it more difficult to follow the edge and did not indicate the direction of the edge as clearly as straight edges. For one participant they were even “confusing”. Our participants rated dashed edges worse than the other types. We believe that this is mainly due to the added visual clutter introduced by breaking up edges into multiple small objects. One participant mentioned specifically that this edge variant was “very busy” and crossings between edges were hard to perceive. However, this is not supported by the task completion times. Here, they performed as good as the straight edges. Based on these results, our recommendation is to use straight edges as the default. Other variants can be used to either encode additional data on the edge or, in the case of curved edges, to give a clearer view of the background or other visualizations in the environment.

For directed edges, we compared animated, glyph-based, and tapered edges, similar to Holten et al.2 in their comparison for 2D graphs. In their work, they found that tapered edges had the shortest answer times and animated edges lead to the fewest errors. Our results partially confirm these findings for 3D graphs in Augmented Reality. Task completion times were significantly lower for tapered edges in comparison to glyph-based edges. Two participants described the glyph-based edges as “irritating” and “sometimes hard to differentiate”. Also, though not significant, the mean error rate for animated edges was the lowest among the tested alternatives. For the short path length condition using animated edges, our participants did not make any errors. However, all these differences are quite small. Based on the better aesthetics rating, we would recommend animated edges, which did not perform worse.

Overall, our results show that, despite some significant differences, all tested edge variants are in principle suitable for AR graph visualizations. This means we cannot give a single, clear recommendation for a variant. However, this also means that developers can freely choose from these (and possibly other, untested) alternatives when designing for a particular use case, which may add special requirements for the visualization.

**Limitations**

As in all studies, there are some limitations and threats to validity in our experiments. We took great care to design a visualization that is generic enough to ensure the applicability of the results to different real-world use cases. However, this also means that for any particular use case, the graphs typically encountered might be different from our study’s graphs in structure and size. Specifically, we do not know if and how the results would change for much larger graphs. Another limitation are the edge styles themselves. For each of the variants tested, there are countless potential design alternatives. While we tried to refine each edge style in an iterative process including expert feedback, we cannot rule out that other parameter choices would have led to improved results. Finally, on the technical side, the participants reported no general problems with the rendering, e.g., regarding resolution. However, several participants criticized the limited FoV...
of the HoloLens. Although this is a typical limitation of today’s AR hardware, it could have a major influence on the users’ exploration behavior and was one of the reasons we opted against larger, room-scale graphs for this study.

**CONCLUSION & FUTURE WORK**

3D graph visualizations in AR will play a major role in future Immersive Analytics scenarios, be it for the visualization of datasets in a 3D analytics environment or even for graph data coupled to physical objects and locations themselves, visualizing connections, relations, and hierarchies. There has been a lack of research in regards to the basic questions of how to style edges and nodes or how to encode attributes with visual variables in such settings. The research that we presented in this article serves as one of the necessary steps to examine these questions in detail. Our results show that shape- or geometry-based approaches for edge variants in AR graphs are feasible and allow designers to choose techniques depending on their needs. In the future, we hope to examine multivariate data encodings on graph edges and nodes, as described in the design space. In addition, we also plan an in-depth look into specific use cases such as the analysis of networks and information flows in cyber physical production systems or other smart environments. There, real world aspects such as registration to physical objects and occlusion, both by and of physical objects, will also play an important role.
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