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CCS CONCEPTS
• Human-centered computing → User studies; Mixed / Aug-
mented Reality.

1 INTRODUCTION
The research field of augmented reality (AR) is of increasing popu-
larity, as seen, among others, in several recently published surveys
[5, 6, 8–10, 12]. To produce further advancements in AR, it is not
only necessary to create new systems or applications, but also to
evaluate them. One important aspect in regards to the evaluation
is the general understanding of how users experience a given AR
application, which can also be seen by the increased number of
papers focusing on this topic [12] that were published in the last
years. With the steadily growing understanding and development
of AR in general, it is only a matter of time until AR devices make
the leap into the consumer market where such an in-depth user
understanding is even more essential. Thus, a better understanding
of factors that could influence the design and results of user experi-
ence studies can help us to make them more robust and dependable
in the future.

In this position paper, we describe three challenges which re-
searchers face while designing and conducting AR users studies.
We encountered these challenges in our past and current research
(see Fig. 1), including papers that focus on perceptual studies of
visualizations [4, 14], interaction studies [3], and studies exploring
the use of AR applications [1, 2] and their design spaces [11].

2 CHALLENGES IN AR USER STUDIES
User studies are a fundamental tool in HCI research. However, the
design process can be rather difficult and challenging, especially
for AR systems. Among those challenges, we want to name the
following: (1) more studies should be conducted in in-the-wild
scenarios [6, 9, 12, 14], while a long-term user experience should be
of concern [7], (2) generating insights can be difficult [12], even
with data collected under the best possible conditions [7], and (3)
therefore a need for “new evaluation methods that could capture
more accurately the user experience in AR” [10]. In general, we will
address two main questions that are connected to those challenges
but also derived by our own experience:

Q1 How can we ensure that the participants of a user study can
easily give answers to various questions?
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Q2 How can experimenters make sure that the participants solve
the given tasks at hand in the correct manner and that the
study prototype works as intended?

Based on those two questions, we will discuss the challenges of the
input capabilities of head-mounted display (HMD) AR devices, the
communication between the participants and the experimenter, and
the needed user study system setup in regards to the two previous
challenges. Here we want to note, that we will only focus on optical
see-through HMDs like the HoloLens v1 and the HoloLens 2, which
we used in our own studies. Therefore, some of the mentioned
problems have to be assessed differently for other device types, like
video-see through devices.

2.1 Input Capabilities of AR
Some parts of the user experience rely on the feeling how respon-
sive and easy to use a system is. However, the input capabilities of
AR devices are rather challenging, both in regards to the general
interaction, but also for completing specific study tasks and an-
swering questionnaires. The default way to fill out questionnaires,
which we also often utilize in our AR studies, is to use pen and
paper or a desktop computer. However, this procedure forces the
participants to leave the designated study space and sometimes to
remove the HMD as well. To continue the study, it can be necessary
to re-calibrate or restart the AR application which can introduce
small alterations to the setup. To minimize this problem, it would
be possible to use the AR specific input modalities (in regards to the
Microsoft HoloLens), like free-hand gestures, to fill out such ques-
tionnaires. Yet, this possibility has different problems associated
with it:

P1 Most of the invited participants in our user studies are inexpe-
rienced with AR and its input capabilities. Even an extended
training session for free-hand gestures can only give them a
shallow understanding, while increasing the overall study
duration.

P2 The general recognition of free-hand gestures is error prone,
due to possible tracking errors. This can be amplified by
certain subtleties of a gesture (e.g., hand has to be in the field
of view of the HMD camera) that inexperienced participants
are not aware of. This can lead to not or wrongly recognized
gestures.

P3 Greater fluctuations between answer quality and task com-
pletion time can appear for different tasks and participants
while they use free-hand gestures as an input modality.
Again, this can be linked to inexperience or possible recog-
nition errors.
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Figure 1: Different images from a few user study setups. (A) [14] A participants sits in front of a real-life algae reactor which
is part of an industrial production plant. He has to analyze the shown visualization, while interacting via a Microsoft Clicker
in his right hand. Tasks were answered orally. (B) [3] In this study, we explored how mobile devices like a smartphone can
be used to pan and zoom in 3D data spaces in AR. Here, the user holds the smartphone in her right hand and can use the
spatial movement of the device to alter the view on the point cloud. Additionally, to unify their coordinate systems, the
Microsoft HoloLens as well as the smartphone are equipped with tracking markers for a motion tracking system. (C) [11]
Two persons, each wearing a HoloLens, analyze different data visualizations with a combination of four tablets. In this work,
we presented a prototype that combines several mobile devices, HoloLenses, amotion tracking system, as well as an additional
server application on a desktop PC.

P4 Not all tasks and input types are suited for free-hand gestures,
like text input.

P5 An extended use of free-hand gestures can also lead to greater
exhaustion, due to additional body, arm, or hand movement.

In general, the usage of free-hand gestures allows the input needed
for the answering of questionnaires, but seems rather slow, error
prone, or too complicated for the participants. This is why dif-
ferent approaches can be used and explored to minimize the use
of free-hand gestures for filling out questionnaires or the general
interaction with an AR application:

A1 A reduction of the introduced interaction set can help to
minimize the training needs and possible recognition errors.
This is not always possible, especially for studies that explore
complete AR systems and applications. However, for studies
that focus on perception or design choices, it can be a suitable
solution.

A2 The usage of other input devices can leverage on other al-
ready known input modalities, like the Microsoft Clicker as
a single mouse button (see Fig. 1a). Again, this requires a
quite simple interaction set, and in regards to the Clicker,
can only be based on pointing. We used this, for example, in
[14].

A3 Mobile devices, like smartphones or tablets, are another de-
vice type that can be used for interaction in combination
with AR (see Fig. 1b). In general, we are already quite familiar
how to write text or fill out forms with such devices. Yet, the
introduction of such devices brings other problems with it,
which will be further described in subsection 2.3.

A4 Participants could give feedback orally, like in an interview.
We used this approach in [14]. This can be easily realized,
but makes it harder for the participants to think about the
question, to understand the question and its answer due to

high noise levels in the environment, and to select an answer
from a predefined set of answer (e.g., rating scales).

2.2 Participant-Experimenter Communication
Another essential part of user experience investigations is the ability
to talk with participants about the presented systems or designs,
to verify and log what the participants do, and to communicate
with the participants about certain parts of a system. However, an
AR HMD allows only one person to observe the virtual content,
which generally prevents the experimenter from observing the
study participants. To address this, it is possible to extend the study
application by different approaches:

A1 The AR application could be accompanied by an additional
experimenter client on, e.g., a desktop computer, which logs
specific activities and events made by the participant or the
system. We used this, for example, in [14]. This allows the
investigator to react to given predefined events but only
gives a coarse understanding of the current user behaviour
in the AR application and provides no visual feedback.

A2 The experimenter could use the streaming capabilities of the
AR HMD to see exactly what the participants currently do
and see. We used this in our study [11]. However, this ap-
proach has several drawbacks, like a possible latency due to
network issues, decreased performance on the AR device due
to increased computational requirement (e.g., the HoloLens
2 will be limited to 30 fps with no antialiasing), and possible
offsets in the position of virtual objects.

A3 The experimenter could also wear an AR HMD to see exactly
what the participants see. We used this, for example, in [1].
However, this approach requires at least two HMDs and
could introduce other problems that we further describe in
subsection 2.3.
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In general, those additions allow for a better communication be-
tween the experimenter and the participant, but also have relative
high costs in regards of development expenses and performance.
Lastly, with this increased need of preparation and implementation
it takes far longer to create a study application.

2.3 Complexity of AR Study Setups and Multi
Device Applications

AR applications are inherently more complex in comparison to desk-
top or smartphone applications, which makes it in general harder
to analyze and study the overall user experience. Such systems
do not exist in isolation and are therefore connected with several
other devices and objects all around them in the near environment.
Thus, it is only natural, that AR HMDs have to coexist with several
other systems (see Fig. 1c), like (1) motion tracking systems for
information about the position and rotation of objects, (2) other
mobile devices like smartphones and tablets with potential web
applications, (3) stationary devices like desktops or larger vertical
displays, (4) other AR devices that should be used in the same
virtual space, or (5) other intelligent (e.g., washing machine, ma-
chines in industry 4.0) and normal everyday objects. However, this
results in additional problems:

P1 With the increase of possible devices and objects that should
be connected to an AR application, the costs for the devel-
opment of such a system increases as well. This is mainly
caused by the need for additional testing, implementation
of fallback mechanisms, synchronizing the local coordinate
systems, and state synchronicity between each object.

P2 Since AR applications aim to be adopted in real-life scenarios,
such applications should also be able to be used and studied
in those. However, the availability of the needed infrastruc-
ture and interference by other present devices and networks
could pose additional problems in such environments.

One approach to reduce the complexity of such systems is to provide
and use different frameworks that encapsulate specific function-
alities. Those can contain system behaviours (e.g., MRTK), visu-
alizations (e.g., u2Vis [13]), server communication, or interaction
management.

3 CONCLUSION
In this position paper we, presented three different challenges for
AR user studies, specific problems linked to those, and possible
approaches to counter them. However, many of the mentioned
problems are not easy to solve and the proposed solutions could in-
troduce even more problems. To be able to study how users perceive
and experience such AR systems, it is important to be mindful about
those challenges and to address them accordingly. Such a robust
system is especially important for user experience studies, since
not only individual interactions, design concepts, or visualizations
are investigated, but a whole application will be experienced by
the users. This is why possible side effects, like a decreased frame
rate or faster exhaustion, can be quite critical and detrimental to
the overall user experience. Since we only described a small subset
of challenges connected to head-mounted AR devices, we want to
note that there exist many more possible factors that can influence
the users and their performance. We hope that this position paper

serves as a starting point for further discussions of the challenges
in evaluating user experiences in Mixed Reality.
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