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Abstract
3D data visualizations, while offering a lot of potential, have also well-known issues regarding occlusion and readability. Immersive technologies might help overcoming these issues by addressing the perceptual problems and increasing the tangibility of the data. In this work, we explore the potential of spatial interaction with mobile devices. Building on the related work and our own experiences, we report on visualizations that are fixed in space or fixed on the device, as well as combining them with head-coupled perspective. A number of prototypes we developed, helped us to gain practical insights in the possibilities and limitations of these techniques.
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Introduction
Immersive technologies such as mixed reality glasses and location-aware mobile devices enable the visualization of data in the wild, unconstrained by traditional workplaces.
This, as well as work on data physicalization, sparks a renewed interest in 3D visualization even outside of specific application cases. Many datasets are inherently three-dimensional and thus, 3D has long been used in scientific visualization for, e.g., medical, geographical or physical visualizations. However, there are limitations and issues of 3D visualizations such as occlusion, misleading perspective, and poor readability.

We envision that smart interaction and presentation techniques that make use of the new paradigms of immersive and mobile visualization can lead to a fruitful combination of the tangible nature of data physicalization and the dynamic, interactive nature of spatial interaction, thus addressing these issues. Specifically, we believe that making 3D visualizations more tangible by partly leveraging the advantages of physical visualizations can help users to explore and understand complex datasets more intuitively and efficiently.

In our research, we are interested both in visualizations fixed in space, where the movement of the mobile device is mapped to the virtual camera, as well as in visualizations fixed to a device, where mostly device gestures are used. We also investigate the potential of head-coupled perspective (HCP), where the device acts like a window into the scene and the perspective of the view changes according to the movement of the user’s head. To explore the potential and limitations of these techniques, we developed a framework for spatial interaction in 3D environments as well as prototypes (see Figure 1) for each technique and their combinations. Further, we report on a preliminary study investigating HCP with visualizations fixed on the device.

**Background**

Our research builds on prior work on the topics of (3D) visualization, spatial interaction and head-coupled perspective. There is a trend to bring visualizations to diverse devices and applying natural interaction techniques such as multi-touch to them [11, 12]. This push towards more natural, immersive, and tangible visualization is also evident in the recent work on data physicalization [10].

Spatial interaction is one promising approach towards combining the tangibility of such physical visualizations with the advantages of dynamic, virtual data representations. The concept of using spatially-tracked mobile devices has been introduced by Fitzmaurice [6] and has since been used for, e.g., 2D information visualization [15] and detail views into virtual 3D environments [3]. For different use cases, studies show advantages of such spatial interaction compared to traditional input techniques (e.g., [2, 14]).

Head-coupled perspective has already been proposed in the 1980s [5]. It has been used on mobile devices [7] and also in combination with tabletops [13]. The concept of Fishtank VR, a combination of stereo rendering and head-coupled perspective, has been presented by Ware et al. [16]. For a world-fixed display, Arthur et al. [1] found that users preferred HCP without stereo rendering to both fixed perspective rendering and stereo rendering that was not head-coupled. It is an interesting question if these findings also hold for mobile devices. In [17], the authors tested the error rate of a path tracing task in graphs for head-coupled and fixed perspective, both with and without stereo rendering. While the combination of both HCP and stereo rendering performed best, head coupling alone was more effective than stereo rendering with a fixed perspective.

Hürst & Helder [9] defined three different visualization concepts: standard visualizations, fixed world, and shoebox visualizations. They also proposed that an exaggerated mapping of rotation could be used for specific information visualizations. Later, Hürst et al. [8] differentiated be-
tween Standard VR, Shoebox VR, and Fishtank VR (without stereoscopic rendering like in [16]), the difference between the latter two being that Shoebox VR does not use the user’s head position but only device tilting.

**Practical Experiences**

To explore the possibilities as well as the limitations of spatial interaction with mobile devices, we created several prototypes, which we continuously refined according to our observations. As the foundation for our prototypes, we developed a software framework for spatial interaction in 3D environments based on the MonoGame\(^1\) 3D engine and written in C#. This framework enables us to quickly iterate over new ideas for visualizations and interaction techniques. Besides providing the basic elements for our 3D environments, it also includes a dedicated tracking server to monitor the position and orientation of devices and users. We use an infrared, marker-based tracking system consisting of 12 cameras. In our setup, we use both Windows (10.6”, 1920 x 1080 resolution) and Android (8.4”, 2560 x 1600 resolution) tablets as mobile devices.

![Figure 5: Some of the different visualizations currently supported by our prototypes: 3D bar charts, 3D height maps, and 3D scatterplots (top to bottom).](image)

Each particular prototype focuses on particular aspects of our envisioned techniques. We started by exploring the possible advantages of head-coupled perspective over conventional systems in our first prototype. It employs a small 3D bar chart in a fishtank visualization that is fixed on the device (see Figure 2).

We build on this foundation with our next prototype, which addresses 3D visualizations that are fixed in space (see Figure 3). For this, we implemented three common visualization types: A 3D bar chart, a 3D heightmap and a 3D scatterplot (see Figure 5). They can be explored by physically moving the mobile device around a table (1.2m x 0.8m x 0.7m), on which the visualizations is situated. The visualizations are considerably larger than in our first prototype in order to make use of the available space and to encourage users to move around. In addition to spatial interaction, we also implemented two touch camera models. We specifically wanted to explore if spatial input has advantages over touch regarding interaction speed and precision.

In our recent prototype we revisited HCP and applied it to our concepts for spatial interaction for fixed in space visualizations. Furthermore, we expanded our concepts through the use of multiple mobile devices enabling dynamic multi-user interaction. While our current implementation specifically uses two connected devices as a foldable display [4], independent devices are also possible (see Figure 4). For the future, this will enable us to practically investigate multi-user and collaborative scenarios.

**Locality of Visualizations**

When researching immersive techniques for data visualization, the locality of the data is a key aspect. In our approach, we use spatial interaction with mobile devices for 3D visualization. This offers two possibilities that were already generally described in [8] and that we examine specifically for 3D visualization. The first is to position the data in relation to a real world physical location and use the mobile device as a peephole into this virtual data space. The second approach is to virtually attach the data to the mobile device, using spatial interaction as a means to manipulate the view. In this case, the position of the tablet or phone is of subsidiary importance. In the following, we want to explore these two aspects of our research in detail.

**Fixed in Space**

This technique immerses a user within the visualization by using physical navigation. Exploring the three-dimensional

---

\(^1\)https://monogame.org
data is achieved by directly mapping the movement of a mobile device to the location and orientation of a virtual camera. The user holds the mobile device in hand and walks around freely. Our studies show that this offers an intuitive way of manipulating the camera, which is understood almost immediately. With this technique, the dynamics of digital visualizations are combined with an increased tangibility of the data, which we believe may lead to higher user performance and satisfaction. So far, our findings suggest that at least simple navigation tasks benefit from spatial interaction, with less advantages for more complex tasks. To further increase the presence of the data, visualizations can be fitted onto real world objects like, e.g., tables. Our experiences show that this provides a point of reference (landmark) to the users that they can use to orientate themselves in the scene to easily memorize the physical position of interesting points within the visualization.

Another important aspect of using spatial interaction to manipulate the camera is that touch input on the mobile device is free to be used for other interaction tasks, like manipulating the visualization itself through suitable tools, e.g., clipping planes. We see a need for such tools, tailored to the specifics of different tasks and visualizations. A possible disadvantage of spatial interaction and physical navigation is the increased physical demand for users because they have to hold a (possibly heavy) mobile device the whole time, as well as continuously move around the room to explore the data. We believe that one solution for this might be to use spatial interaction for the initial exploration of an previously unknown dataset. After the user has gained a suitable understanding of the data and identified interesting points, these can then be explored by other means, like fixing the data to the device.

**Fixed on Device**

Having the data fixed on the device allows for a smaller scale, more personal use. This is more suitable for environments where it is not appropriate or feasible to explore visualizations using physical navigation. Examples are constrained office spaces, mobile use on-the-go, and phases of individual use during longer, collaborative work sessions. Spatial interaction is mostly limited to device gestures. Other modalities, such as touch, are needed even for simple tasks such as selection or zooming. On one hand, spatial interaction may be used for a shoebox VR [8] effect, where rotating the device controls an off-axis perspective projection for an improved 3D impression. On the other hand, it can also be implemented in the form of discrete gestures, e.g., flicking the device in a direction to rotate the view by 90°, enabling the user to rapidly explore the visualization from its main points of view. With spatial interaction limited to a set of more constrained gestures, we believe that physical demand is generally lower than with the data being fixed in space. Importantly, seated use is also possible.

**Combination**

As mentioned above, we propose the combination of the two techniques to help overcoming their particular disadvantages and building on their strengths. We envision that data is visualized in a defined space that is either used for its affordances, e.g., a landmark such as a table, or because it has an inherent connection to the data, e.g., a machine in a factory and its production data. Users explore the visualization using a combination of physical navigation to travel between parts of the dataset and small-scale spatial interaction to examine details. When they find an interesting subset of the data and would like to analyze it in-depth, they switch to the fixed-to-device mode. This allows them to take the visualization with them and, e.g., continue...
work while seated. A mode switch or some form of clutching mechanism would be used to change between the two visualization principles.

**Head-coupled Perspective**

Besides using spatial interaction, another promising way to increase immersion in 3D visualization is through head-coupled perspective (HCP). One expected advantage of HCP is the improved impression of depth, which may help users to better learn the spatial relations of individual data points in a visualization. Another possibility is that the natural and effortless perspective change by simply moving the head may lead to faster scene exploration and understanding. This could result in an intuitive solution to typical problems of 3D visualizations, like occlusion and determining the distance of an virtual object.

Within our work, HCP could be combined with spatial interaction if the visualization is fixed in space as well as when its fixed on the device. To assess the usefulness of HCP, we ran a preliminary study comparing task performance for basic visualization tasks in 3D bar charts with and without HCP. We were interested if we would see the same advantages that have been shown by prior work (e.g., [1]) in our setup. However, in this initial investigations we could show neither faster completion times nor lower error rates for tasks such like comparing bars, ordering them, or finding the lowest and highest value. We believe that the visual instability introduced by permanent head tracking, including both tracking jitter and movements by the user, outweighs the advantage of an additional depth cue for the type of visualization that we examined (10 x 10 bar chart, fixed to device). In the future, it will be interesting to run similar tests with other, more complex visualizations, e.g., 3D graphs.

**Conclusion**

Making visualizations more tangible by using spatial input may help to address issues of perception and interaction. We believe that this potential to support the analysis of data in diverse use cases is as of yet untapped. In this work we gave an overview of our ongoing research on spatial interaction and head-coupled perspective for 3D data visualization. We presented insights into spatial 3D visualizations attached to devices and fixed in space, with and without HCP, that we gained from different prototypic implementations. Going forward, we will expand on this work and investigate basic aspects, such as collaborative work and the effects of different display technologies, as well as specific tools and interaction techniques for individual visualizations.
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