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Figure 1: (Left) Example setup in CollARVis, our collaborative AR
visualization toolkit. Our work on this toolkit helped us to gain
insights into the challenges discussed in this paper.
(Right) Two users exploring data collaboratively. The red marker
over the person on the right shows his viewing direction and
indicates to the other user that hologram sharing is working.

Abstract
In this paper we discuss challenges in collaborative mixed
reality visualization. Despite recent advances in immersive
technologies in general and, specifically, Immersive Analyt-
ics, systems rarely leave prototype status and are seldom
found in real-world usage. Based on our ongoing research
in Mixed Reality data visualization and experiences with
our own toolkit for collaborative immersive visualization,
CollARVis, we identify important challenges of such sys-
tems and examine possible approaches to address them.
By doing so, we contribute to the ongoing discussion how
future immersive applications can be made more practical
for productive environments.
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Introduction & Background
The last few years saw significant advances in the still-
young research field of Immersive Analytics (IA) [9]. Com-
mercial AR and VR hardware is available and Mixed Reality
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visualization frameworks such as IATK [6] and DXR [12]
have been developed, in many cases decreasing the barri-
ers of entry into the field.

Figure 2: Some of the
visualizations supported by
CollARVis: histograms, parallel
coordinate plots, and scatterplots.

Accordingly, a number of works have been published in IA
and the surrounding areas, including both research on sys-
tems/environments (e.g., [5]) and on specific aspects such
as visual link routing ([11]), interaction (e.g., [7]), or investi-
gations of individual visualization types (e.g., graphs [3]). At
the same time, however, adoption for real-world use cases
in professional settings seems to be lagging behind. There
are first examples of evaluation in more realistic use cases
(e.g., [1, 10]) but clearly, a variety of challenges still remain
to make IA truly practical. Here, we specifically examine
collaborative immersive visualization in Augmented Real-
ity. We first describe our in-house AR visualization toolkit,
CollARVis. Then, we discuss challenges that we identified
during its design and while applying it to our research. We
also point out how these challenges of collaborative AR vi-
sualization might be addressed in the future.

A Prototypic AR Visualization Toolkit
We built CollARVis, a prototypic AR visualization toolkit
for the Microsoft HoloLens, using the Unity 3D engine. It
is based on VinkedViews [8] and uses Microsoft’s Holo-
Toolkit1. CollARVis supports loading arbitrary data tables
from CSV files and to visualize the data in a set of different
2D and 3D visualizations that can be placed freely in the
environment (see Figure 1). Currently, our toolkit supports
scatter plots, histograms, parallel coordinate plots, and line
charts, each in 2D and 3D (see Figure 2). We specifically
designed CollARVis to be multi-user capable with one de-
vice acting as the server that all other clients connect to.
No additional server infrastructure is necessary, allowing for

1Microsoft HoloToolkit: https://github.com/microsoft/
MixedRealityToolkit-Unity/tree/htk_development

co-located collaborative exploration of data sets in different
environments with minimal setup effort (see Figure 1).

In a typical workflow, the first user takes the server role
and all additional users would then connect via a session
browser. The users are presented with a workbench-like
UI where they can load a dataset. After the data has been
loaded, the workbench shows all variables in the dataset
(see Figure 3). Users create new visualizations by picking
a subset of variables and then choosing the desired type
of visualization (see Figure 4). Only those visualizations
that match the number and type of the selected variables
are shown. All users can explore the data collaboratively,
no distinction between user roles is made. Once placed,
visualizations can be moved and rotated freely (see Fig-
ure 6). They can also be temporarily disabled or deleted
completely. All changes to the visualizations are synchro-
nized between users in real time.

During the development and use of our toolkit, both in our
research projects and in students’ projects, we noticed dif-
ferent challenges for actual, practical use. In addition, we
also carried out more structured hands-on sessions with
colleagues from the department to collect additional in-
sights into these challenges. In the following, we discuss
these insights and approaches to address them. For some
of the challenges, we have initial measures in place in our
prototype, others remain for future work.

Challenges
We roughly divide the challenges into three groups: Tech-
nical challenges related to the software architecture and
low-level features, workflow challenges related to different
usability aspects, and the challenge of how to evaluate col-
laborative immersive visualization prototypes.

https://github.com/microsoft/MixedRealityToolkit-Unity/tree/htk_development
https://github.com/microsoft/MixedRealityToolkit-Unity/tree/htk_development


Technical Challenges
Even with the progress in hardware capabilities and tool
support that we have seen in the recent past, technical
challenges still remain.

Figure 3: Configuration menu in
our toolkit. Users can freely select
variables and then choose between
all matching visualizations. Here,
three variables are selected and
highlighted in red, blue, and green.

Figure 4: After choosing five
variables (highlighted) and
selecting 2D parallel coordinate
plot as the type, the new
visualization is spawned.

Networking On a technical level, fast and reliable net-
working between the devices is one of the fundamental
challenges inherent to collaborative systems. In principal,
a multitude of solutions exist. However, when specifically
looking for network libraries running both on the HoloLens
and working within Unity, there are surprisingly few op-
tions, most of which are low-level in nature. As such, adding
multi-user support to an existing solution is especially chal-
lenging. Ideally, this has to be considered already in the
early design phase. In our experiences, even then, new
functionality will regularly lead to additions to the net code.

Registration & Hologram sharing Providing the users
with a stable, unified coordinate system is a particular chal-
lenge. The HoloLens supports the concept of serializing
world anchors, i.e., descriptors of local spatial properties,
to allow multiple devices to share one coordinate system.
However, in our experience these world anchors lack preci-
sion and also quickly become unstable when multiple users
dynamically occlude parts of the environment or the envi-
ronment itself changes. All of these cases regularly man-
ifested during demonstrations, both in-house and on con-
ferences. To position content relative to specific real-world
objects, we also used optical marker tracking (typically us-
ing Vuforia). Orientation precision, in particular, was often
unsatisfactory. Thus, a more practical solution includes an
additional manual alignment step. In [4], we used an in-
frared marker tracking system to track both a HoloLens and
a phone and to bring them into a shared coordinate system.
However, this approach is not suitable outside of instru-
mented research labs.

Framework extensibility & performance To increase
general flexibility or to address specific use cases, any
practical framework will support some form of extensibil-
ity. On the other hand, performance optimizations are often
necessary when developing for the HoloLens. A resulting
problem, which we observed in current solutions, is that
shaders are used to draw data objects, e.g., the glyphs in a
scatter plot. While this can lead to significant performance
advantages, it also means that any changes to, e.g., se-
lection or highlighting become non-trivial, as shader code
needs to be rewritten.

Workflow Challenges
In addition to technical obstacles, there are also workflow
issues regarding collaboration in immersive visualization.

Interaction Interaction for Immersive Analytics has been
researched for quite some time, and rightly so, as natural
interaction is one of the potential advantages compared to
traditional setups [2]. Despite this, current mid-air gestural
interfaces as used by the HoloLens (both the original and,
although more sophisticated, its successor) are cumber-
some and, for many users, quite hard to grasp. A practical
solution needs to support both the quick setup of visual-
izations including their general configuration, filtering, etc.
and fast navigation & selection techniques. Using additional
input devices may address this. To this end, we proposed
combined spatial/touch input with mobile phones for pan-
ning and zooming in 3D data spaces [4]. We believe that
relying on well-known, available devices for input would
be beneficial for productive use. In addition, these devices
could function as additional personal screens during group
work. One particular use case is the configuration of vi-
sualizations. In light of the strenuous deployment process
for the HoloLens, users need to be able to select, spawn,
and reconfigure visualizations at runtime. In addition to



the immersive workbench approach pointed out above, we
also tested mobile phones as configuration interfaces in
CollARVis. Offloading this part of the interface to a phone
frees up space for the actual visualizations and reduces oc-
clusion for the collaborators. It is also less cumbersome for
this type of GUI-centric interaction than mid-air gestures.

Figure 5: Visual links between
data objects help to locate views
and emphasize logical connections
among them.

Figure 6: Translation widget on a
visualization. Visualizations can be
arranged freely in physical space.
Using world anchors and persistent
configurations, a setup can be
restored in place at a later time.

Awareness One advantage of an Augmented Reality sys-
tem, compared to Virtual Reality, is better awareness of
the surroundings and, for collaborative systems, the other
users. However, awareness is still limited. The eyes are
covered by HMDs, spatially distributed content may lead
to collaborators not facing each other at all times, and indi-
vidual data views may erode the concept of a shared con-
text. Thus, we believe that supporting awareness of the
other users’ actions is an important challenge. In our toolkit
we currently support this in two ways. We use visual links
between selected data objects in different visualizations.
This helps users by pointing out relations of the individual
views and serves as a spatial cue to visualizations outside
their field of view (see Figure 5). We also highlight users
by drawing a marker over their head (see Figure 1). While
this may seem trivial at first, it shows whether a user is con-
nected to the system or merely wearing their HoloLens. It
also serves as a real-time indicator of tracking/registration
quality and could be extended to show labels or color-
coded status information.

Persistence & Transitions An aspect that is typically
out of scope for research prototypes is to enable smooth
transitions between collaborative work and phases of more
traditional, individual work. This includes the persistence
of workspace configurations needed to come back to the
system later on. During the work with CollARVis, we found
that the configuration of the workspace, i.e., loading data,
spawning visualizations, etc. requires some effort, even if

considerable thought is put into designing the UI. We ad-
dress this by allowing users to save and load workspace
configurations. In our current implementation, workspaces
are always loaded in addition to the current scene, allowing
users to combine pre-configured views at will.

Evaluation Challenges
Finally, we see the evaluation of current and future systems
as one of the principal challenges of collaborative immer-
sive visualization. The evaluation of any multi-user system
already poses challenges such as acquiring enough par-
ticipants (especially domain experts), complex multi-device
setups, fusion of log files, etc. For Augmented Reality sys-
tems, this is exacerbated by the difficulty to visualize and
analyze 3D spatial interaction in environments containing
both physical and virtual objects. However, if we want to
examine the use of physical space, awareness of the col-
laborators’ actions & system state, or user roles, we need
tools that support such use cases while preserving the of-
ten important relations between the physical environment
and the virtual content. Toolkits such as MRAT [10] are a
first step in this direction.

Conclusion
In this paper we examined typical challenges in the devel-
opment of collaborative immersive visualizations in Aug-
mented Reality. Building on the experiences with our AR
visualization toolkit, CollARVis, we identified technological
challenges, challenges for typical workflows, and the chal-
lenge of evaluating such systems. We also briefly discuss
first steps to address some of these challenges. We hope
that these insights can help to nurture the discussion on
how we can bring Immersive Analytics into real-world use.
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